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VISION OF THE INSTITUTE
• To make our students technologically superior and ethically strong by providing

quality education with the help of our dedicated faculty and staff and thus improve
the quality of human life

MISSION OF THE INSTITUTE
• To provide latest technical knowledge, analytical and practical skills, managerial

competence and interactive abilities to students, so that their employability is enhanced

• To provide a strong human resource base for catering to the changing needs of the
Industry and Commerce

• To inculcate a sense of brotherhood and national integrity

DEPARTMENT OF COMPUTER SCIENCE & ENGINEERING
(DATA SCIENCE)

VISION OF THE DEPARTMENT
• Attaining centre of excellence status in various fields of Computer Science and

Engineering by offering worthful education, training and research to improve quality
of software services for ever growing needs of the industry and society.

MISSION OF THE DEPARTMENT
• Practice qualitative approach and standards to provide students better understanding

and profound knowledge in the fundamentals and concepts of computer science with
its allied disciplines.

• Motivate students in continuous learning to enhance their technical, communicational,
and managerial skills to make them competent and cope with the latest trends,
technologies, and improvements in computer science to have a successful career with
professional ethics.

• Involve students in analyze, design and experimenting with contemporary research
problems in computer science to impact socio-economic, political and environmental
aspects of the globe.



Page 4

PROGRAM EDUCATIONAL OBJECTIVES (PEOs)

PROGRAM EDUCATIONAL
OBJECTIVES (PEOs)

Within first few years after graduation, the
COMPUTER SCIENCE AND ENGINEERING (Data
Science) graduates will be able to …

PEO1:
Technical Expertise

Demonstrate adept application of core computer science
and data science knowledge to create impactful and
transformative software solutions

PEO2:
Successful Career

Attain excellence in the fields of software and data
science, achieving success in one's profession, higher
education, and entrepreneurship while staying up-to-
date with the latest technologies

PEO3:
Soft Skills and Life Long

Learning

Exhibit professional ethics, effective communication and
team work in solving contemporary knowledge
engineering problems and to excel in social innovations.

UG- COMPUTER SCIENCE & ENGINEERING (DATA SCIENCE)

PROGRAM OUTCOMES (POs) & PROGRAM SPECIFIC OUTCOMES (PSOs)

PROGRAM
OUTCOMES (POs)

At the time of graduation, the COMPUTER SCIENCE AND
ENGINEERING (Data Science) graduates will be able to …

PO1:
Engineering knowledge

apply the knowledge of mathematics, science, engineering
fundamentals, and an engineering specialization to the solution
of complex engineering problems

PO2:
Problem analysis

identify, formulate, review research literature, and analyze
complex engineering problems reaching substantiated
conclusions using first principles of mathematics, natural sciences,
and engineering sciences

PO3:
Design / development of
solutions

design solutions for complex engineering problems and design
system components or processes that meet the specified needs
with appropriate consideration for the public health and safety,
and the cultural, societal, and environmental Considerations

PO4:
Conduct investigations
of complex problems

use research-based knowledge and research methods including
design of experiments, analysis and interpretation of data, and
synthesis of the information to provide valid conclusions

PO5:
Modern tool usage

create, select, and apply appropriate techniques, resources, and
modern engineering and IT tools including prediction and
modeling to complex engineering activities with an understanding
of the limitations

UG - COMPUTER SCIENCE & ENGINEERING (DATA SCIENCE)
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PROGRAM SPECIFIC OUTCOMES (PSOs)

PSO1:
Software Development
and Quality Assurance

Utilize foundational knowledge in computer science and
engineering and data science techniques to develop efficient
computing solutions for complex real world engineering
problems.

PSO2:
Maintenance

Design and implement solutions for diverse data science systems
and cognitive applications, leveraging modern hardware and
software tools for enhanced performance and efficiency

PSO3:
Immediate

Professional Practice

Develop innovative and efficient data science applications that
enhance the effectiveness of existing data processing systems
through continuous adaptation and incorporation of emerging
updates

UG- COMPUTER SCIENCE & ENGINEERING (DATA SCIENCE)

PO6:
The engineer and society

apply reasoning informed by the contextual knowledge to assess
societal, health, safety, legal and cultural issues and the consequent
responsibilities relevant to the professional engineering practice

PO7:
Environment
and sustainability

understand the impact of the professional engineering solutions
in societal and environmental contexts, demonstrate the
knowledge of, and need for sustainable development

PO8:
Ethics

apply ethical principles and commit to professional ethics,
responsibilities, and norms of the engineering practice

PO9:
Individual and team work

function effectively as an individual, and as a member or leader
in diverse teams, and in multidisciplinary settings

PO10:
Communication

communicate effectively on complex engineering activities with
the engineering community and with society at large, such as,
being able to comprehend and write effective reports and design
documentation, make effective presentations, and give and receive
clear instructions

PO11
Project management
and finance

demonstrate knowledge and understanding of the engineering
and management principles and apply these to one's own work,
as a member and leader in a team, to manage projects and in
multidisciplinary environments

PO12:
Life-long learning

recognize the need for, and have the preparation and ability to
engage in independent and life-long learning in the broadest
context of technological change
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URR-18R23

Syllabi of B.Tech. (I & II semesters)
Common for all Branches
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Professional Elective-I / MOOC-I: 
U18DS502A: Computer Networks 
U18DS502B: Advanced Database Management System 
U18DS502C: Computer Graphics 
U18DS502M: MOOCs course 

MOOCs: Students are encouraged to do Massive Open Online Courses 

(MOOCs) on SWAYAM platform (https://www.swayam.gov.in) offered by 

NPTEL, CEC, IIM-B, IGNOU. Students shall contact the Head of the Department 

(HoD) to get their interested MOOCs approved by the HoD/Dean Academic 

Affairs for proper transfer of the credits for the MOOCs. 

 

 

DEPARTMENT OF COMPUTER SCIENCE AND ENGINEERING (DATA SCIENCE) URR-18R23 
KAKATIYA INSTITUTE OF TECHNOLOGY & SCIENCE: WARANGAL– 15 

(An Autonomous Institute under Kakatiya University, Warangal) 

 SCHEME OF INSTRUCTION & EVALUATION 
 V-SEMESTER OF 4-YEAR B.TECH DEGREE PROGRAM 

[6Th+3P+Seminar] 

Sl. 
No 

Category 
 

Course Code 
 
Course Title 

Periods/week Credits Evaluation scheme 

L T P C 
CIE ESE Total 

Marks TA MSE Total 

1 MC U18MH501 Universal Human Values–II 2 - - - 10 30 40 60 100 

2 PE U18DS502 Professional Elective-I/MOOC-I 3 - - 3 10 30 40 60 100 

3 PCC U18DS503 Design and Analysis of Algorithms 3 - - 3 10 30 40 60 100 

4 PCC U18DS504 Software Engineering 3 - - 3 10 30 40 60 100 

5 PCC U18DS505 Compiler Design 3 - - 3 10 30 40 60 100 

6 PCC U18DS506 Data Warehousing and Data Mining 3 - - 3 10 30 40 60 100 

7 PCC U18DS507 Advanced Java Programming Laboratory - - 2 1 40 - 40 60 100 

8 PCC U18DS508 
Design and Analysis of Algorithms 

Laboratory 
- - 2 1 

40 - 40 60 100 

9 PCC U18DS509 
Data Warehousing and Data Mining 

Laboratory 
- - 2 1 

40 - 40 60 100 

10 PROJ U18DS510 Seminar - - 2 1 100 - 100 - 100 

Total: 17 - 8 19 280 180 460 540 1000 

Additional Learning*:Maximum credits allowed f or Honours / Minor in 
Engineering 

- - - 7 - - - - - 

Total credits for students opted for Honours / Minor: - - - 19+7 - - - - - 

* List of courses for additional learning through MOOCs towards Honours/Minor in Engineering shall be prescribed by the department under Honours/ 
Minor Curricula 

[L=Lecture, T=Tutorials, P=Practicals & C=Credits] Total Contact Periods/Week: 25 Total Credits: 19 
 

https://www.swayam.gov.in/
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 U18MH501 UNIVERSAL HUMAN VALUES -II   
   

Class: B.Tech. V-Semester  Branch: Computer Science & Engineering (Data Science) 

 
Teaching Scheme :  

  
Examination Scheme : 

L T P C  Continuous Internal Evaluation  40 marks 

2 - - -  End Semester Examination 60 marks 

* Pre-requisite: U18MH111 Universal Human Values - I (Induction Programme) 
Course Learning Objectives(LOs):  

This course will develop student‟s knowledge in/on… 
LO1: self-exploration, happiness and prosperity as the process of value education 
LO2: harmony in the human being- self & family  
LO3: co-existence of human being with society & nature 
LO4: professional ethics, commitment and courage to act 

      UNIT-I (9) 

Introduction - Need, Basic Guidelines, Content and Process for Value Education: Purpose 

and motivation for the course, Recapitulation from Universal Human Values – I (Induction 

programme) 

Self-Exploration: Its content and process, Natural acceptance and experiential validation – As 

the process for self-exploration 

Continuous Happiness and Prosperity: A look at basic human aspirations, Right 

understanding, Relationship and physical facility - The basic requirement for fulfillment of 

aspirations of every human being with their correct priority 

Understanding Happiness and Prosperity correctly: A critical appraisal of the current scenario, 

Method to fulfill the above human aspirations - Understanding and living in harmony at 

various levels 

UNIT-II (9) 

Understanding Harmony in the Human Being- Harmony in Myself & Family 

Harmony in Myself: Understanding human being as a co-existence of the sentient „I‟ and the 

material „Body‟, Understanding the needs of Self („I‟) and „Body‟ - Happiness and physical 

facility; Understanding the „Body‟ as an instrument of „I‟ (I being the doer, seer and enjoyer), 

Understanding the characteristics and activities of „I‟ and harmony in „I‟, Understanding the 

harmony of „I‟ with the „Body‟ - Sanyam and Health; Correct appraisal of physical needs, 

Meaning of prosperity in detail, Programs to ensure Sanyam and Health 

Harmony in Family: Understanding values in human - Human relationship; Meaning of justice 

(Nine universal values in relationships), Program for its fulfillment to ensure mutual happiness, 

Trust and respect as the foundational values of relationship, Understanding the meaning of 

trust, Difference between intention and competence; Understanding the meaning of respect, 

Difference between respect and differentiation, The other salient values in relationship 
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UNIT-III (9) 

Understanding Harmony with Society, Nature & Existence: 
Understanding the harmony in the society (society being an extension of family): Resolution, 

Prosperity, Fearlessness (trust) and Co-existence as comprehensive human goals, Visualizing a 

universal harmonious order in society – Undivided society; Universal order - From family to 

world family 

Understanding the harmony in the nature: Interconnectedness and mutual fulfillment among 

the four orders of nature - Recyclability and self-regulation in nature 

Whole Existence as Co-existence: Understanding existence as co-existence of mutually 

interacting units in all-pervasive space, Holistic perception of harmony at all levels of existence 

UNIT-IV (9) 

Implications of Holistic Understanding of Harmony on Professional Ethics: Natural 

acceptance of human values, Definitiveness of ethical human conduct, Basis for Humanistic 

education, Humanistic constitution and Humanistic universal order 

Competence in professional ethics: a) Ability to utilize the professional competence for 

augmenting universal human order b) Ability to identify the scope and characteristics of people 

friendly and eco-friendly production systems and c) Ability to identify and develop appropriate 

technologies and management patterns for above production systems 

Case studies: Case studies of typical holistic technologies, Management models and production 

systems, Strategy for transition from the present state to Universal human order – a) At the level 

of individual: As socially and ecologically responsible engineers, technologists and managers b) 

At the level of society: As mutually enriching institutions and organizations 

 

Text Book: 

[1] R .R. Gaur, R. Sangal and G. P. Bagaria, Human Values and Professional Ethics, New Delhi: 
Excel Books, 2010.  

Reference Books:  
[1] A. Nagaraj, JeevanVidya: EkParichaya, Raipur: Jeevan Vidya Prakashan, Amarkantak, 2018. 
[2] A.N. Tripathi, Human Values, 3rd ed. New Delhi: New Age International Publisher, 2019. 
[3] M. Govindrajran, S. Natrajan& V.S. Senthil Kumar, Engineering Ethics (includes Human 

Values), 12th ed. Haryana: PHI Learning Pvt. Ltd., 2011. 
[4] Jayshree Suresh, B. S. Raghavan, Human Values & Professional Ethics, 4th ed. New Delhi: S. 

Chand & Co. Ltd., 2012. 
 

Additional Resources:  
[1] R.R Gaur, R Sangal, G P Bagaria, A foundation course in Human Values and professional Ethics 

(Teacher’s Manual), New Delhi: Excel books, 2010. 
[2] A set of DVDs containing - Video of Teachers‟ Orientation Program - PPTs of Lectures and 

Practice Sessions (Audio-visual material for use in the practice sessions) 
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Course Research Paper: Research papers (Indexed Journals/conference papers) relevant to the 
course content will be posted by the course faculty in Course Web page. 
 
Course Patent: Patents relevant to the course content will be posted by the course faculty in 

Course Web page. 

 

Course Projects: Course project is an independent project carried out by the student during the 

course period, under the supervision of course faculty. Course faculty will post few course 

projects titles in Course Web page. Students are encouraged to come up and experiment with 

the ideas that interest them. 

 
 

Course Learning Outcomes (COs):  

On completion of this course, Student‟s will be able to… 

CO1: interpret the importance of continuous happiness & prosperity through self exploration and imbibe 

skills to examine harmony 

CO2: appraise the concept of sentience, distinguish between intention & competence and prioritize human 

values in relationships 

CO3: build fearlessness & co-existence as comprehensive human goal and agree upon interconnectedness & 

mutual fulfillment 

CO4: assess the understanding of harmony, adapt professional ethics and take part in augmenting universal 

human order 

 

Course Articulation Matrix (CAM): U18MH501 UNIVERSAL HUMAN VALUES – II  
Course Outcomes PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 PO11 PSO1  PSO2  PSO3 

CO1  U18MH501.1  - - - - - 1 2 1 1 - 2 - - 1 

CO2  U18MH501.2  - - - - - 1 2 1 1 - 2 - - 1 

CO3  U18MH501.3  - - - - - 1 2 1 1 - 2 - - 1 

CO4  U18MH501.4  - - - - - 1 2 1 1 - 2 - - 1 

U18MH501 - - - - - 1 2 1 1 - 2 - - 1 
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U18DS502A COMPUTER NETWORKS   
   

Class: B.Tech. V-Semester  Branch: Computer Science & Engineering (Data Science) 

 
Teaching Scheme :  

  
Examination Scheme : 

L T P C  Continuous Internal Evaluation  40 marks 

3 - - 3  End Semester Examination 60 marks 

 

Course Learning Objectives(LOs):  

This course will develop student‟s knowledge in/on… 
LO1: introduction to computer networks and reference models 
LO2: types of data link and medium access control protocols  
LO3: routing algorithms, congestion control algorithms and internetworking 
LO4: transport and application layer protocols used in the networks 

      UNIT-I (9) 

Introduction: Uses of computer networks, Network hardware, Network software 

Reference Models: OSI reference model, TCP/IP reference model, Comparison of OSI and 

TCP/IP reference model 

Physical Layer: Transmission media - Guided transmission media, Wireless transmission, 

Communication satellites; Digital modulation and multiplexing 

Switching: Circuit and Packet switching 

UNIT-II (9) 

Data Link Layer: Data link layer design issues, Error detection and correction, Elementary data 

link protocols, Sliding window protocols 

Medium Access Control Sub Layer: Channel allocation problem, ALOHA, Carriers sense 

multiple access, Collision free protocols, Limited contention protocol, IEEE standard 802.3, 

Token bus, Token ring, Switched ethernet, Fast ethernet, Gigabit ethernet, Data link layer 

switching 

UNIT-III (9) 

Network Layer: Network layer design issues, Routing algorithms - Optimality principle, 

Shortest path algorithm, Flooding, Distance vector routing, Link state routing, Hierarchical 

routing, broadcast routing, Multicast routing 

Congestion Control Algorithms: Approaches to congestion control, Traffic aware routing, 

Admission control, Traffic throttling, Load shedding 

Internetworking: How networks differ, How networks can be connected, Tunneling, 

Internetwork routing, Packet fragmentation 
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UNIT-IV (9) 

Network Layer in The Internet: IP version 4 protocol, IP addresses, IP version 6 protocol, 

Internet control protocols, OSPF – Interior gateway routing protocol, BGP – Exterior gateway 

routing protocol, Internet multicasting 

Transport Layer: Transport services, Elements of transport protocols – Connection 

establishment and release, Error control and flow control, Crash recovery, Multiplexing 

congestion control; Internet transport protocols - UDP, TCP 

Application Layer: Domain name system (DNS), Electronic mail, World Wide Web 

 

Text Book: 

[1] Andrew S.Tannenbaum, David J.Wetherall, Computer Networks, 5th ed., Pearson Education, 
ISBN-13: 978-0-13-212695-3, 2011. 

 
Reference Books:  
[1] William Stallings, Data and Computer Communications, 9th ed., Prentice-Hall of India (PHI), 

ISBN-81-203-1240-6, 2011. 
[2] Forouzan, Data Communication and Networking, 5th ed., Tata McGraw Hill , ISBN: 978-0-07-

296775-3, 2012. 
 

Course Research Paper: Research papers (Indexed Journals/conference papers) relevant to the 
course content will be posted by the course faculty in Course Web page. 
 
Course Patent: Patents relevant to the course content will be posted by the course faculty in 

Course Web page. 

 

Course Projects: Course project is an independent project carried out by the student during the 

course period, under the supervision of course faculty. Course faculty will post few course 

projects titles in Course Web page. Students are encouraged to come up and experiment with 

the ideas that interest them. 

 
 

Course Learning Outcomes (COs):  

On completion of this course, Student‟s will be able to… 

CO1: make use of OSI & TCP/IP reference models for data transmission 

CO2: analyze different types of sliding window protocols for reliable data transfer & CSMA/CD protocols to 

know whether the shared channel for transmission is busy or not 

CO3: examine routing algorithms for directing internet traffic efficiently and congestion control algorithms 

for controlling data packets in the network 

CO4: analyze the different services of transport layer for ensuring data packets arrival and application layer 

protocols for accessing and managing files in a remote computer 
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Course Articulation Matrix (CAM): U18DS502A COMPUTER NETWORKS  

Course Outcomes PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 PO11 PSO1  PSO2  PSO3 

CO1 U18DS502A.1  2  2  2  2  2  1  1  1  1  -  1  2  2  2  

CO2  U18DS502A.2  2  2  2  2  2  1  1  1  1  -  1  2  2  2  

CO3  U18DS502A.3  2  2  2  2  2  1  1  1  1  -  1  2  2  2  

CO4  U18DS502A.4  1  2  2  1  1  1  1  1  1  -  1  2  2  2  

U18DS502A  1.75  2  2  1.75  1.75  1  1  1  1  -  1  2  2  2  
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U18DS502B ADVANCED DATABASE MANAGEMENT SYSTEM  
   

Class: B.Tech. V-Semester  Branch: Computer Science & Engineering (Data Science) 

 
Teaching Scheme :  

  
Examination Scheme : 

L T P C  Continuous Internal Evaluation  40 marks 

3 - - 3  End Semester Examination 60 marks 

 

Course Learning Objectives(LOs):  

This course will develop student‟s knowledge in/on… 
LO1: data storage, disk organization, tree structured indexing & hash-based indexing techniques 
LO2: parallel & distributed database architectures, organization & management  
LO3: object database systems, operators and query evaluation 
LO4: deductive databases, web databases, XQuery and spatial data management 

      UNIT-I (9) 

Overview of Storage and Indexing: Data on external storage, File organizations and indexing, 

Index data structures, Indexes and performance tuning 

Storing Data Disks and Files: The memory hierarchy, Redundant arrays of independent disks, 

Disk space management, Buffer manager, Files of records, Page formats, Record formats 

Tree-Structured Indexing: Intuition for tree indexes, ISAM, B+ trees - Search, insert, delete, 

duplicates, B+ trees in practice 

Hash-Based Indexing: Static hashing, Extendible hashing, Linear hashing, Extendible versus 

linear hashing 

UNIT-II (9) 

Parallel Databases: Introduction, Architectures for parallel databases, Parallel query evaluation, 

Parallelizing individual operations and parallel query optimization 

Distributed Databases: Introduction, Distributed DBMS architectures, storing data in 

distributed DBMS, Distributed catalog management, Distributed query processing, Updating 

distributed data, Distributed transactions, Distributed concurrency control, Distributed 

recovery 

UNIT-III (9) 

Object-Database Systems: Motivating example, Structured data types, Operations on 

structured data, Encapsulation and ADTS, Inheritance, Objects, OIDS and reference types, 

Database design for an ORDBMS, ORDBMS implementation challenges, OODBMS, Comparing 

RDBMS, OODBMS, and ORDBMS 

Overview of Query Evaluation: The system catalog, Introduction to operator evaluation, 

Introduction to query optimization, what a typical optimizer does 

Evaluating Relational Operators: The selection operation, General selection conditions, The 

projection operation, The join operation, The set operations, Aggregate operations 
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UNIT-IV (9) 

Deductive Databases: Introduction to recursive queries, Recursive queries with negation, Data 
log to SQL, Evaluating recursive queries 
Web Databases: Introduction to information retrieval, indexing for text search, Web search 
engines, Managing text in DBMS, A data model for XML 

XQuery: Querying XML data, Efficient evaluation of XML queries 

Spatial Data Management: Types of spatial data and queries, Applications involving spatial 

data, Introduction to spatial indexes, Indexing based on space-filling curves 

 

Text Books: 

[1] Raghu Ramakrishnan, Johannes Gehrke, Database Management Systems, 4th ed., Hyderabad: 
Mc-Graw Hill, 2014. (Chapters 7 to 10, 12, 13, 21, 22, 25, 26, 27) 

Reference Books:  
[1] Hector Garcia Molina, Jeffery D Ullman, and Jennifer Widom, Database Systems: The 

CompleteBook, 2nd ed., New Jersey: Pearson, 2008. 
[2] RamezElmasri, Shamkanth B. Navathe, Fundamentals of Database Systems, 7th ed., New 

Delhi: Pearson Education, 2017. 
[3] Abraham Siberschatz, Henry F.Korth, and S.Sudarshan, Database System Concepts, 6th ed., 

New Delhi: McGraw-Hill, 2011. 
[4] R. P. Mahapatra, Govind Verma, Database Management Systems, 1st ed., New Delhi: Khanna 

publications, 2016. 
 

Course Research Paper: Research papers (Indexed Journals/conference papers) relevant to the 
course content will be posted by the course faculty in Course Web page. 
 
Course Patent: Patents relevant to the course content will be posted by the course faculty in 

Course Web page. 

 

Course Projects: Course project is an independent project carried out by the student during the 

course period, under the supervision of course faculty. Course faculty will post few course 

projects titles in Course Web page. Students are encouraged to come up and experiment with 

the ideas that interest them. 

 

Course Learning Outcomes (COs):  

On completion of this course, Student‟s will be able to… 

CO1: illustrate the way data stored &organized in external storage devices and apply various indexing 

techniques to efficiently access the data 

CO2: Analyze the architectures, data organization and management of parallel & distributed databases in 

transactional processing system 

CO3: evaluate queries using various operators and features of object database systems 

CO4: make use of the data management in deductive databases, web databases, X Queries & spatial 

databases analysis & data handling 
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Course Articulation Matrix (CAM): U18DS502B ADVANCED DATABASE MANAGEMENT SYSTEM 

Course Outcomes PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 PO11 PSO1  PSO2  PSO3 

CO1  U18DS502B.1  2  2  2  2  1  -  1  -  1  -  2  2  1  2  

CO2  U18DS502B.2  2  2  2  2  1  -  1  -  1  -  2  2  1  2  

CO3  U18DS502B.3  2  2  2  2  1  -  1  -  1  -  1  2  1  2  

CO4  U18DS502B.4  2  2  2  2  1  -  1  -  1  -  2  2  1  2  

      U18DS502B 2 2 2 2 1 - 1  -  1  -  1.75  2  1  2  
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U18DS502C COMPUTER GRAPHICS   
   

Class: B.Tech. V-Semester  Branch: Computer Science & Engineering (Data Science) 

 
Teaching Scheme :  

  
Examination Scheme : 

L T P C  Continuous Internal Evaluation  40 marks 

3 - - 3  End Semester Examination 60 marks 

 

Course Learning Objectives(LOs):  

This course will develop student‟s knowledge in/on… 
LO1: computer graphics primitives algorithms by drawing line drawing algorithms and 2D transformations 
LO2: algorithms of segments, clipping & 3D viewing transformations  
LO3: deriving projections mathematically and identification of hidden surfaces for creating standard animations 
LO4: fundamental concepts of multimedia systems 

      UNIT-I (9) 

Geometry and line generation: Introduction, Application of computer graphics, Pixels and 

frame buffer, Graphics standards, Image representation, DDA and Bresenham line generation 

algorithms, Graphics primitive operations, Character generation methods, Aliasing and anti 

aliasing 

Polygons: Polygon representation, Inside test methods, Seed filling, Scanline filling algorithms 

Two dimensional transformations: Scaling, Translation and rotation transformations, Rotation 

about arbitrary point, Homogenous coordinates, Inverse transformations, Transformation 

routines, Reflection and shearing transformations, Instance transformations 

UNIT-II (9) 

Segments: Segment creation algorithm, Segment closing algorithm, Segment deletion and 

segment renaming algorithms, Image transformation 

Windowing and clipping: Window and view port, Viewing transformation matrix, 

Implementation of viewing transformation, Multiple windowing, Cohen Sutherland out code 

algorithm, Sutherland hodgman algorithm, Midpoint subdivision algorithm, Generalized 

clipping 

Three dimensions: 3D primitives, 3D transformations, Rotation about arbitrary axis, 3D 

viewing, Viewing parameters 

UNIT-III (9) 

Projections: Parallel projection, Perspective projection, Derivation of parallel projection matrix, 
Derivation of perspective projection matrix 

Hidden surface and line removal algorithms: Z-buffer algorithm, Painters algorithm, Warnock 
algorithm, Franklin algorithm, Back face removal algorithm 

Computer based animation: Basic concepts, Animation languages, Methods of controlling 

animation, Display of animation, Transmission of animation 
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UNIT-IV (9) 

Multimedia: Media and data streams, Main properties of multimedia system, Traditional data 
stream characteristics - Asynchronous transfer mode, Synchronous transfer mode 

Sound / Audio: Basic sound concepts - Computer representation of sound, Audio formats, 
Music - MIDI concepts, MIDI devices, MIDI messages, MIDI software, Speech - Speech 
generation, Speech analysis, Speech transmission 

Multimedia applications: Media preparation, Media composition, Media integration, Media 

communication, Media consumption, Media entertainment 

 

Text Books: 

[1] Steven Harrington, Computer Graphics, A Programming Approach, 2nd ed., India: McGraw Hill 
Education, 2017. 

[2] Ralf Steinmetz, Klara Nahrstedt, Multimedia: Computing, Communications & Applications, 
New Delhi: Pearson First Impression, 2006. (Chapters 2, 3, 17) 

 
Reference Books:  
[1] James D.FoleyAndries Van Dam Steven K. Fernier, John Hugs, Computer Graphics Principles 

& Practice, 2nd ed., New Delhi: Pearson Education, 2002. 
[2] Donad Hearn, Pauline Baker, Computer Graphics, 2nd ed., New Delhi: Pearson Education, 

1997. 
[3] Fabio Ganovelli, Massimiliano Corsini, SumantaPattanaik, Marco Di Benedetto, Introduction 

to computer graphics a practical learning approach, Newyork: Chapman and Hall, 2014. 
[4] Dr Rajiv chopra, Computer graphics: a practical approach, concepts, principles, case studies, 

experiments, 4th ed., New Delhi: S Chand, 2011. 
 

Course Research Paper: Research papers (Indexed Journals/conference papers) relevant to the 
course content will be posted by the course faculty in Course Web page. 
 
Course Patent: Patents relevant to the course content will be posted by the course faculty in 

Course Web page. 

 

Course Projects: Course project is an independent project carried out by the student during the 

course period, under the supervision of course faculty. Course faculty will post few course 

projects titles in Course Web page. Students are encouraged to come up and experiment with 

the ideas that interest them. 
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Course Learning Outcomes (COs):  

On completion of this course, Student‟s will be able to… 

CO1: design and transform a line or polygon using two dimensional transformations 

CO2: apply segmentation and clipping algorithms to transform 2D to basic 3D transformations 

CO3: analyze the concepts of projections, computer-based animations, and apply algorithms to eliminate 

hidden surfaces and lines 

CO4: make use of animation’s design principles for creation of quality multimedia applications 

 

Course Articulation Matrix (CAM): U18DS502C COMPUTER GRAPHICS  

Course Outcomes PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 PO11 PSO1  PSO2  PSO3 

CO1  U18DS502C.1  2  2  2  1  -  -  1  1  1  -  2  2  2  -  

CO2  U18DS502C.2  2  2  2  1  -  -  1  1  1  -  2  2  2  -  

CO3  U18DS502C.3  2  2  1  1  -  -  1  1  1  -  1  2  1  -  

CO4  U18DS502C.4  1  1  -  -  1  -  1  1  1  -  2  1  1  1  

U18DS502C  1.75  1.75  1.66  1  1  -  1  1  1  -  1.75  1.75  1.5  1  
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U18DS503 DESIGN AND ANALYSIS OF ALGORITHMS   
   

Class: B.Tech. V-Semester  Branch: Computer Science & Engineering (Data Science) 

 
Teaching Scheme :  

  
Examination Scheme : 

L T P C  Continuous Internal Evaluation  40 marks 

3 - - 3  End Semester Examination 60 marks 

 

Course Learning Objectives(LOs):  

This course will develop student‟s knowledge in/on… 
LO1: time and space complexity, asymptotic notations, set operations, problem solving with divide and conquer  
         strategy 
LO2: greedy and backtracking methods to solve computational problems  
LO3: principle of optimality and problem solving with dynamic programming method 
LO4: branch and bound method, classes of P,NP,NP-Hard and NP-Complete 

      UNIT-I (9) 

Introduction: Algorithm analysis, Performance analysis, Space complexity and time complexity, 

Big „O‟ notation, Omega notation, Theta notation, Different mathematical approach‟s for solving 

time complexity of algorithms 

Sets and Disjoint Set Union: Introduction, Union, Find operations 

Divide and Conquer: General method, Binary search, Merge sort, Quick sort, Strassen‟s matrix 

multiplication 

UNIT-II (9) 

Greedy Method: General method, Knapsack problem, Job sequencing with deadlines, Optimal 

storage on tapes, Optimal merge patterns, Single source shortest paths 

Back Tracking: General method, N-Queens problem, Sum of subsets, Graph coloring problem 

UNIT-III (9) 

Dynamic Programming: General method, Multistage graphs, All pairs shortest paths, Single 

source shortest paths, Optimal binary search trees, String editing, 0/1 Knapsack problem, 

Reliability design problem, Travelling sales person problem 

UNIT-IV (9) 

Branch and Bound: General method, Least cost (LC) search, The 15-puzzle problem, Control 
abstractions for LC search, 0/1 Knapsack problem, Travelling sales person problem 

NP Hard and NP Complete Problems: Basic concepts - Nondeterministic algorithms, The 

classes NP hard and NP complete; COOK‟s theorem, NP hard graph problems - Clique decision 

problem, Node cover decision problem, Traveling sales person decision problem 
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Text Books: 

[1] E.Horowitz, S.Sahni, S.Rajasekaran, Fundamentals of Computer Algorithms, 2nd ed., 
Hyderabad: Universities Press, 2018. 

 
Reference Books:  
[1] Thomas H.Cormen, Charles E.Leiserson, Ronald L.Rivest, Cliford Stein, Introduction to 

Algorithms, 3rd ed., New Delhi: Prentice-Hall of India, 2010. 
[2] Gajendra Sharma, Design and Analysis of Algorithms, 4th ed. Rajput: Khanna Publishing, 2019. 
[3] S.Sridhar, Design and Analysis of Algorithms, 3rd ed. India: Oxford University Press, 2015. 
[4] Mark Allen Weiss, Data Structures and Algorithm Analysis in Java, 3rd ed., New Delhi: 

Pearson, 2012. 
[5] Rajiv Chopra, Shipra Raheja, Design and Analysis of Algorithms, New Delhi: New Age 

International Publishers, 2019. 
 

Course Research Paper: Research papers (Indexed Journals/conference papers) relevant to the 
course content will be posted by the course faculty in Course Web page. 
 
Course Patent: Patents relevant to the course content will be posted by the course faculty in 

Course Web page. 

 

Course Projects: Course project is an independent project carried out by the student during the 

course period, under the supervision of course faculty. Course faculty will post few course 

projects titles in Course Web page. Students are encouraged to come up and experiment with 

the ideas that interest them. 

 
 

Course Learning Outcomes (COs):  

On completion of this course, Student‟s will be able to… 

CO1: apply divide and conquer strategy for searching and sorting techniques with performance 

CO2: analyze 0/1 Knapsack problem, optimal merge pattern and single source shortest path algorithms 

using greedy method and N-Queen problem, graph colouring problem using backtracking method 

CO3: design of algorithms using dynamic programming approach to find the shortest path 

CO4: analyze and categorize NP-Hard and NP-Complete problems for the classes of P and NP 

 

Course Articulation Matrix (CAM): U18DS503 DESIGN AND ANALYSIS OF ALGORITHMS  

Course Outcomes PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 PO11 PSO1  PSO2  PSO3 

CO1  U18DS503.1  3 3 2 2 1 - 1 1 1 - 1 2 1 2 

CO2  U18DS503.2  3 3 3 2 1 - 1 1 1 - 1 2 1 2 

CO3  U18DS503.3  3 3 3 2 1 - 1 1 1 - 1 2 1 2 

CO4  U18DS503.4  2 2 2 2 1 - 1 1 1 - 1 2 1 2 

U18DS503 2.75 2.75 2.5 2.5 2 - 1 1 1 - 1 2 1 2 
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U18DS504 SOFTWARE ENGINEERING   
   

Class: B.Tech. V-Semester  Branch: Computer Science & Engineering (Data Science) 

 
Teaching Scheme :  

  
Examination Scheme : 

L T P C  Continuous Internal Evaluation  40 marks 

3 - - 3  End Semester Examination 60 marks 

 

Course Learning Objectives(LOs):  

This course will develop student‟s knowledge in/on… 
LO1: fundamental concepts of software and different types of software models 
LO2: different types of design concepts and patterns  
LO3: software design principles and test strategies 
LO4: metrics for quality analysis of software and risk management 

      UNIT-I (9) 

Software Engineering Concepts: The changing nature of software, Software application 

domains, Legacy software, Software myths, Software engineering layered technology, A 

process framework, The capability maturity model integration (CMMI), Agile software 

Process Models - Prescriptive process models, RAD model, Specialized process models, Unified 

process model, Personal and team process models 

Agile Development: Agility and the cost of change, Agile process, Extreme programming, 

Other agile process models 

Software Engineering Practices: Communication principles, Planning principles, Modeling 

principles, Construction principles, Deployment principles 

UNIT-II (9) 

Requirements Engineering Tasks: Requirements analysis and modeling strategies, User 

requirement, System requirement, Software requirements document 

Design Engineering: Design within the context of software engineering, Design process, Design 

concepts, The design model 

Architectural Design: Software architecture, Architectural genres, Architectural styles, 

Architectural design, Assessing alternative architectural designs, Designing class based 

components, Conducting component level design, Design for WebApps, Designing traditional 

components 

UNIT-III (9) 

User Interface Design: The golden rules, User interface analysis and design, Interface analysis, 

Interface design steps, WebApp and mobile interface design 

Testing Strategies: Software testing fundamentals, Test strategies for conventional software, 

Test strategies for object-oriented software, Validation testing, System testing, The art of 

Debugging, White box testing, Basis path testing, Control structure testing, Black box testing 
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Testing Web Applications: Testing concepts for webapps, The testing process, Content testing, 

User interface testing, Component-level testing, Navigation testing, Configuration testing, 

Security testing, Performance testing 

UNIT-IV (9) 

Product Metrics: Measures, Metrics and indicators, Metrics for the requirements model, Metrics 
for the design model, Metrics for source code, Metrics for testing, Metrics for maintenance 

Process and Project Metrics: Metrics in the process and project domains, Software 
measurement, Metrics for software quality, Integrating metrics within the software process, The 
W5HH principle 

Project Scheduling: Project scheduling, Scheduling for WebApps projects, Earned value 
analysis 

Risk Management: Reactive versus Proactive risk strategies, Software risks, Risk identification, 

Risk projection, Risk refinement, RMMM plan 

 

Text Books: 

[1] Roger S.Pressman and Bruce R.Maxim, Software Engineering: A Practitioner's Approach, 8th 
ed., New Delhi: McGraw Hill, 2019. (Chapters 1 to 5, 12, 13, 15, 22, 25, 30, 32, 34 and 35) 

 
Reference Books:  
[1] Ian Sommerville, Software Engineering, 10th ed., Delhi: Pearson Education, 2016. 
[2] Deepak Jain, Software Engineering: Principles and Practices, 3rd ed., Delhi: Oxford University 

Press, 2008. 
[3] Pankaj Jalote, Software Engineering: A Precise Approach, NewDelhi: Wiley India, 2010. 
[4] Waman S. Jawadekar,  Software Engineering: A Primer, NewDelhi: Tata Mcgraw Hill, 2008. 

 
Course Research Paper: Research papers (Indexed Journals/conference papers) relevant to the 
course content will be posted by the course faculty in Course Web page. 
 
Course Patent: Patents relevant to the course content will be posted by the course faculty in 

Course Web page. 

 

Course Projects: Course project is an independent project carried out by the student during the 

course period, under the supervision of course faculty. Course faculty will post few course 

projects titles in Course Web page. Students are encouraged to come up and experiment with 

the ideas that interest them. 
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Course Learning Outcomes (COs):  

On completion of this course, Student‟s will be able to… 

CO1: implement the appropriate software model for a given real time application 

CO2: develop different types of software designs & patterns 

CO3: apply an appropriate testing method for a given software 

CO4: apply metrics to assess the quality of software and analyze the risk management in project scheduling 

 

Course Articulation Matrix (CAM): U18DS504 SOFTWARE ENGINEERING  

Course Outcomes PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 PO11 PSO1  PSO2  PSO3 

CO1 U18DS504.1 1 1 1 1 - - - 1 1 2 1 2 1 2 

CO2 U18DS504.2 1 1 1 1 - - - 1 1 2 1 1 1 2 

CO3 U18DS504.3 2 2 1 1 - 1 - 1 1 2 1 2 1 2 

CO4 U18DS504.4 2 2 2 1 - 1 - 1 1 2 1 2 1 2 

U18DS504 1.5 1.5 1.25 1 - 1 - 1 1 2 1 1.75 1 2 
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U18DS505 COMPILER DESIGN   
   

Class: B.Tech. V-Semester  Branch: Computer Science & Engineering (Data Science) 

 
Teaching Scheme :  

  
Examination Scheme : 

L T P C  Continuous Internal Evaluation  40 marks 

3 - - 3  End Semester Examination 60 marks 

 

Course Learning Objectives(LOs):  

This course will develop student‟s knowledge in/on… 
LO1: phases of a compiler and design of a lexical analyzer 
LO2: parsing techniques using context-free grammar and construction of syntax tree  
LO3: specification of a type checker, storage allocation strategies and generating intermediate form for the given  
         programming statements 
LO4: generating target code from the intermediate form and applying code optimization techniques to improve the  
         performance of the code 

      UNIT-I (9) 

Introduction to Compiling: Compilers, Analysis of the source program, Phases of a compiler, 

Cousins of the compiler, Grouping of phases, Compiler construction tools  

Lexical Analysis: Role of lexical analyzer, Input buffering, Specification of tokens, Recognition 

of tokens, A language for specifying lexical analyzers, Finite automata, Design of a lexical 

analyzer, Optimization of deterministic finite automata-based pattern matchers 

UNIT-II (9) 

Syntax Analysis: Role of the parser, writing grammars, Context free grammars, Top-down 

parsing, Bottom up parsing, Operator precedence parsing, LR parsers, Using ambiguity 

grammars, Parser generators 

Syntax Directed Translation: Syntax directed definitions, Construction of syntax trees, Bottom 

up evaluation of S-attributed definitions, L-attributed definitions, Top-down translation, 

Bottom up evaluation of inherited attribute, Space for attribute values at compile time, Analysis 

of syntax directed definition 

UNIT-III (9) 

Type Checking: Type systems, Specification of a simple type checker, Equivalence of type 

expressions, Type conversions 

Runtime Environments: Source language issues, Storage organization, Storage allocation 

strategies, Symbol tables, Language facilities for dynamic storage allocation, Dynamic storage 

allocation techniques 

Intermediate Code Generation: Intermediate languages, Declarations, Assignment statements, 

Boolean expressions, Back patching 
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UNIT-IV (9) 

Code Generation: Issues in the design of code generator, The target machine, Runtime storage 
management, Basic blocks and flow graphs, Next-use information, A simple code generator, 
Register allocation and assignment, Directed acyclic graph representation of basic blocks, 
Peephole optimization, Generating code from directed acyclic graphs, Code generation 
algorithm 

Code Optimization: Introduction, The principal sources of optimization, Optimization of basic 

blocks, Loops in flow graphs, Introduction to global data flow analysis, Code improving 

transformations 

 

Text Books: 

[1] Alfred V.Aho, Ravi Sethi and Jeffrey D.Ullman, Compilers: Principles, Techniques and Tools, 
2nd ed., Hong Kong: Pearson Education Asia, 2013. 

 
Reference Books:  

[1] Allen I. Holub, Compiler Design in C, 2nd ed., New Jersey: Prentice Hall of India, 2003. 

[2] C. N. Fischer, R. J. LeBlanc, Crafting a compiler with C, California: Pearson Education, 2003. 
[3] J.P. Bennet, Introduction to Compiling Techniques, 2nd ed., New York: McGraw-Hill, 2003. 
[4] Henk Alblas, Albert Nymeyer, Practice and Principles of Compiler Building with C, London: 

PHI, 2001. 
 

Course Research Paper: Research papers (Indexed Journals/conference papers) relevant to the 
course content will be posted by the course faculty in Course Web page. 
 
Course Patent: Patents relevant to the course content will be posted by the course faculty in 

Course Web page. 

 

Course Projects: Course project is an independent project carried out by the student during the 

course period, under the supervision of course faculty. Course faculty will post few course 

projects titles in Course Web page. Students are encouraged to come up and experiment with 

the ideas that interest them. 

 
 

Course Learning Outcomes (COs):  

On completion of this course, Student‟s will be able to… 

CO1: design lexical analyzer using regular expressions to generate tokens from the given programming 

statements 

CO2: construct syntax tree and parsing table for the given context-free grammar 

CO3: construct intermediate code for the given programming statements 

CO4: develop target code from the intermediate form and apply code optimization techniques to improve the 

performance of the code 
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Course Articulation Matrix (CAM): U18DS505 COMPILER DESIGN  

Course Outcomes PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 PO11 PSO1  PSO2  PSO3 

CO1 U18DS505.1 3 3 2 2 1 - 1 1 1 - 2 1 1 1 

CO2 U18DS505.2 3 3 2 2 1 - 1 1 1 - 2 1 1 1 

CO3 U18DS505.3 3 3 3 3 1 - 1 1 1 - 3 1 1 1 

CO4 U18DS505.4 3 3 3 3 1 - 1 1 1 - 3 1 1 1 

U18DS505 3 3 2.5 2.5 1 - 1 1 1 - 2.5 1 1 1 
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U18DS506 DATA WAREHOUSING AND DATA MINING   
   

Class: B.Tech. V-Semester  Branch: Computer Science & Engineering (Data Science) 

 
Teaching Scheme :  

  
Examination Scheme : 

L T P C  Continuous Internal Evaluation  40 marks 

3 - - 3  End Semester Examination 60 marks 

 

Course Learning Objectives(LOs):  

This course will develop student‟s knowledge in/on… 
LO1: data warehouse architecture, multidimensional modeling & preprocessing 
LO2: algorithms for mining frequent patterns &associations rules  
LO3: classification models and relevant evaluation techniques 
LO4: clustering techniques and data mining applications on web, finance & retail business 

      UNIT-I (9) 

Data Warehouse: Basic concepts, Multitier architecture, Data warehouse models, ETL tools, 

Metadata repository 

Multidimensional Data Modeling: Data cube, Star, Snowflake and Fact constellation schemas, 

Dimensions, Measures, OLAP operations, Star net query model 

Data Warehouse Implementation: Efficient data cube computation, Indexing OLAP, Efficient 

processing of OLAP queries, OLAP servers 

Data Preprocessing: Data cleaning, Integration, Reduction and Transformation 

UNIT-II (9) 

Data Mining: Introduction, Types of data and patterns can be mined, Technologies Used, 

Applications Targeted, Major issues in data mining 

Association Rule Mining: Basic concepts, Apriori algorithm, Generating association rules from 

frequent item sets, Improvements of Apriori algorithm, Patten-Growth approach, Mining 

frequent Item sets using vertical data format, Mining closed frequent item sets, Correlation 

analysis, Patten mining in multilevel and multidimensional space, Constraint based frequent 

pattern mining 

UNIT-III (9) 

Classification: Basic Concepts, Classification by decision tree induction, Bayesian classification, 

Rule based classification, Model evaluation and Selection 

Advanced Classification: Classification by back propagation, Associative classification, K 

Nearest Neighbor classifiers, Rough set and Fuzzy set approaches 
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UNIT-IV (9) 

Cluster Analysis: Introduction, Types of data in cluster analysis, Partitioning methods by K- 
Means and K-Medoids, Agglomerative versus Divisive hierarchical clustering, BIRCH 
Multiphase hierarchical clustering, Density based method with DBSCAN algorithm, Grid based 
method with STING, Evaluation of clusters, Outlier Analysis and detection methods, Why 
outlier analysis, Identifying and handling of outliers, Clustering-Based Outlier Detection. 
Data Mining Trends: Mining sequence data, Web data mining, Data mining applications with 

Finance data analysis, Retail industry and Recommender systems 

 

Text Books: 

[1] Jiawei Han, Micheline Kamber, Data Mining Concepts and Techniques, 3rd ed., Singapore: 
Morgan Kaufmann Publishers, 2016. 

 
Reference Books:  
[1] Sam Anahory, Dennis Murray, Data warehousing in the real world, New Delhi: Pearson 

Education, 2003. 
[2] C.S.R.Prabhu, Data Warehousing Concepts, Techniques, Products and Applications, 2nd ed., New 

Delhi: Prentice-Hall of India, 2002. 
[3] Arun K.Pujari, Data Mining Techniques, 2nd ed. Hyderabad: Universities press, 2010. 

 
Course Research Paper: Research papers (Indexed Journals/conference papers) relevant to the 
course content will be posted by the course faculty in Course Web page. 
 
Course Patent: Patents relevant to the course content will be posted by the course faculty in 

Course Web page. 

 

Course Projects: Course project is an independent project carried out by the student during the 

course period, under the supervision of course faculty. Course faculty will post few course 

projects titles in Course Web page. Students are encouraged to come up and experiment with 

the ideas that interest them. 

 
 

Course Learning Outcomes (COs):  

On completion of this course, Student‟s will be able to… 

CO1: design multi dimensional models & preprocessing strategies for data warehouses applications 

CO2: apply frequent pattern mining techniques on data sets for association rules extraction 

CO3: analyze efficiency of classification algorithms 

CO4: evaluate clustering techniques and design data mining applications on web & financial domains. 
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Course Articulation Matrix (CAM): U18DS506 DATA WAREHOUSING AND DATA MINING  

Course Outcomes PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 PO11 PSO1  PSO2  PSO3 

CO1 U18DS506.1 1 2 2 2 1 - - - 1 1 1 2 1 2 

CO2 U18DS506.2 1 2 2 2 - - - - 1 - 1 2 1 2 

CO3 U18DS506.3 1 2 2 2 1 - - 1 1 - 1 2 1 2 

CO4 U18DS506.4 1 2 2 2 - - - 1 1 - 1 2 1 2 

U18DS506 1 2 2 2 1 - - 1 1 1 1 2 1 2 
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U18DS507 ADVANCED JAVA PROGRAMMINGLABORATORY 

   

Class: B.Tech. V-Semester  Branch: Computer Science & Engineering (Data Science) 

  
Teaching Scheme : 

  
Examination Scheme : 

L T P C  Continuous Internal Evaluation  40 marks 

- - 2 1  End Semester Examination 60 marks 

 
 

  

 

 

 

 

 
 

List of Experiments 

Experiment-I  
1. Create a JFrame program to display “Good Morning” if current time is between “6 AM to 12 

PM” and “Good Afternoon” if the current time is between “12 PM to 6PM”, and “Good 
Evening” if the current time is between “6PM to 12AM” 

2. Create a JFrame program to perform basic arithmetic calculations on given two numbers with 
the help of button events 

 
Experiment-II  
1. Create a JFrame program from which you can open other frames with the help of button events 
2. Design different JFrame‟s to demonstrate different layouts like Flow layout, Border layout, 

Grid layout & null layout 
3. Create a JFrame program to work with window events 
 
Experiment-III  
1. Create a JFrame to add a menu bar with which you can select different options from different 

menus and perform some action on selection of every menu item 
2. Create a JFrame program to open the text file using JFileChooser and display the selected text 

file content on the JTextArea 
3. Design a registration form with the help of a JFrame and save the details in to the text file 

  
Experiment-IV  
1. Create a JFrame program to insert, delete & update the records of a database table 
2. Create a JFrame program to select a database table using JComboBox component and display 

the content of the selected database table in JTable component 
 
 

Course Learning Objectives (LO): 
This Course will develop student‟s knowledge in/on… 

LO1: developing GUI based programs using the concept of swings 

LO2: the concepts of generics and collections 

LO3: sorting user-defined data using Comparable & Comparator interfaces and performing the unit testing with 

JUnit 

LO4: lambda expressions and Stream API 
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Experiment-V         
1. Write a java program to demonstrate generic class 
2. Write a java program to demonstrate methods and constructors in generics 
3. Write a java program to demonstrate multiple type parameters in generic classes 
4. Write a java program to demonstrate inheritances in generics 
 
Experiment-VI          
1. Write a java program to perform following operations on ArrayList, LinkedList, HashSet and 

LinkedHashSet 
i. Insertion 
ii. Deletion 
iii. Traversing using traditional-for, for-each, Iterator and ListIterator 
iv. Display the elements in reverse order 

2. Write a program that will have a Vector which is capable of sorting Employee objects. Use an 
Iterator and enumeration to list all the elements of the Vector 
 

Experiment-VII  
1.  Write a java program to perform different operations on inbuilt Stack class 
2.  Write a java program to perform different operations on inbuilt Queue class 
3.  Write a java program to perform insertion, deletion, traversing and searching operations on   
     HashMap and TreeMap 

 
Experiment-VIII  
1. Write a java program to store and retrieve user defined class objects from TreeSet 
2. Write a java program to read a set of values and display the count of occurrences of each 

number using collection concept 
 
Experiment-IX          
1. Write a java program to display ArrayList values in sorted order  
2. Write a java program to demonstrate Comparable interface for sorting user defined data type 
3. Write a java program to demonstrate Comparator interface for sorting user defined data type 
 
Experiment-X     
1. Write a java program to test simple arithmetic operations of Calculator class using JUnit 

concept 
2. Write a java program to demonstrate different Assert methods and annotations 
 
Experiment-XI          
1. Write a java program to demonstrate lambda expression with no parameter 
2. Write a java program to demonstrate lambda expression with single and multiple parameters 
3. Write a java program to iterate the List and Map using lambda expressions 
4. Create two threads using lambda expressions, where one thread displays even numbers for 

every half second and the other thread displays odd numbers for every second 
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Experiment-XII          
1. Write a java program to demonstrate following methods using streams on a List 

a)filter b)sorted c)distinct d)limit  e)count 
2. Write a java program to read a string and collect upper case characters, lower case characters & 

digits into different ArrayList objects using streamAPI and display them 
 

Laboratory Manual:  
[1] Advanced Java Programming LaboratoryManual, Prepared by Dept. of CSE (AI & ML), KITSW 

  

Reference Books:  

[1] Herbert Schildt, JAVA The Complete Reference, 10th ed., New York: McGraw-Hill Education 

India Pvt.Ltd, 2017. 

[2] Sachin Malhotra, Saurabh Choudhary, Programming in JAVA, 2nd ed., New Delhi: Oxford 

University Press, 2013. 

[3] UttamK.Roy, Advanced JAVA Programming, New Delhi: Oxford University Press, 2015. 

[4] PualDeitel, Harvey Deitel, Java How to program, 10th ed., Chennai: Pearson Education,2016.  

[5] Sujoy Acharya, Mastering Unit Testing Using Mockito and JUnit, Birmingham: Packt Publishing 

Limited, 2014. 

 

 

Course Articulation Matrix (CAM): U18DS507 ADVANCED JAVA PROGRAMMING LABORATORY  

Course Outcomes PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 PO11 PSO1 PSO2 PSO3 

CO1 U18DS507.1 2 2 2 1 2 - 1 2 1 - 2 3 1 3 

CO2 U18DS507.2 2 2 2 1 - - 1 2 1 - 2 3 1 2 

CO3 U18DS507.3 2 2 2 1 2 - 1 2 1 - 2 3 3 3 

CO4 U18DS507.4 2 2 2 1 - - 1 2 1 - 2 3 1 2 

U18DS507 2 2 2 1 2 - 1 1 1 - 2 3 1.5 2.5 

 

 

 

 

 

Course Learning Outcomes (COs):  

On completion of this course, Student‟s will be able to… 

CO1: design GUI programs by using the concept of swings 

CO2: apply the concept of generics &collections to work on dynamic data 

CO3: demonstrate correct usage of Comparable & Comparator interfaces and examine the test cases to 

perform unit testing using the concept of JUnit 

CO4: apply the lambda expressions instead of anonymous class and effectively process collections of objects 



KITSW-Syllabi for V Semester B.Tech. CSE (Data Science) 4-year Degree Programme Page 169  

U18DS508 DESIGN AND ANALYSIS OF ALGORITHMS LABORATORY 

   

Class: B.Tech. V-Semester  Branch: Computer Science & Engineering (Data Science) 

  
Teaching Scheme : 

  
Examination Scheme : 

L T P C  Continuous Internal Evaluation  40 marks 

- - 2 1  End Semester Examination 60 marks 

 
 

  

 

 

 

 

 

List of Experiments 

Experiment-I  
1. Program to implement binary search algorithm 
2. Program to implement min-max algorithm 

 
Experiment-II  
1. Program to implement merge sort algorithm 
2. Program to implement quick sort algorithm 
 
Experiment-III  
1. Apply strassen‟s matrix multiplication to multiply following matrix 

 
 

Experiment-IV  
1. Program to implement 0/1 knapsack problem 
2. Program to implement Job sequencing with deadlines 

 
Experiment-V         
1. Apply Dijkstras algorithm find the shortest path from 1 to each of the other five vertices in the 

graph 

 
2. Program to implement N-Queens problem. 

Course Learning Objectives (LO): 
This Course will develop student‟s knowledge in/on… 

LO1: searching and sorting techniques using divide and conquer strategy 

LO2: computational problems using greedy and backtracking methods 

LO3: computational problems using dynamic programming technique 

LO4: computational problems using branch and bound methods 
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Experiment-VI          
1. Program to implement sum of subsets 

 
Experiment-VII  
1.  Implement Single source shortest paths using bellman ford algorithm  

 
Experiment-VIII  
1. Apply Multistage graph algorithm and find shortest path 

 
 
Experiment-IX          
1. Apply All pairs shortest paths algorithm and find shortest path  

 
 
Experiment-X     
1. Program to implement Optimal binary search trees 
 
Experiment-XI          
1. Apply travelling sales person algorithm using dynamic programming and find shortest path 
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Experiment-XII          
1. Apply travelling salesperson algorithm using branch and bound and find shortest path 

 
Note: Students are required to develop generalized programs. The above specified examples 
can be taken as sample input only.  
 

Laboratory Manual:  
[1] Design and Analysis of Algorithms  Laboratory Manual, Prepared by Dept. of CSE (AI & ML), KITSW 

  

Reference Books:  

[1] E.Horowitz, S.Sahni, S.Rajasekaran, Fundamentals of Computer Algorithms, 2nd ed., Universities 

Press, 2018. 

[2] Mark Allen Weiss, Data Structures and Algorithm Analysis in Java, 3rd ed., Pearson, 2012. 

[3] Kathy Sierra, Bert Bates, Head First Java8, 2nd ed., O‟Reilly Publications, 2020. 

[4] Narasimha Karumanchi, Data Structures and Algorithms Made Easy in Java, careermonk, 2011.  

[5] Uttam K. Roy, Advanced JAVA Programming, Oxford Publications, 2015. 

 

 

Course Articulation Matrix (CAM): U18DS508 DESIGN AND ANALYSIS OF ALGORITHMS 
LABORATORY   

Course Outcomes PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 PO11 PSO1 PSO2 PSO3 

CO1 U18DS508.1 3 3 2 2 1 - 1 1 1 - 1 2 1 2 

CO2 U18DS508.2 3 3 3 2 1 - 1 1 1 - 1 2 1 2 

CO3 U18DS508.3 3 3 3 2 1 - 1 1 1 - 1 2 1 2 

CO4 U18DS508.4 2 2 2 2 1 - 1 1 1 - 1 2 1 2 

U18DS508 2.75 2.75 2.5 2 1 - 1 1 1 - 1 2 1 2 

Course Learning Outcomes (COs):  

On completion of this course, Student‟s will be able to… 

CO1:  demonstrate programs on binary search, min-max, merge sort, quick sort and strassen’s matrix 

multiplication problems 

CO2:  develop knapsack, job sequencing with deadline, shortest path using greedy method, N-Queens and 

sum of subsets using backtracking method 

CO3:  construct programs on single source shortest path, multistage graph and all pairs shortest path using 

dynamic programming technique 

CO4:  develop programme for travelling sales person problem using branch and bound method 
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U18DS509 DATA WAREHOUSING AND DATA MINING LABORATORY 

   

Class: B.Tech. V-Semester  Branch: Computer Science & Engineering (Data Science) 

  
Teaching Scheme : 

  
Examination Scheme : 

L T P C  Continuous Internal Evaluation  40 marks 

- - 2 1  End Semester Examination 60 marks 

 
 

  

 

 

 

 

 
 

List of Experiments 

Experiment-I  
1. SQL queries to implement multidimensional data models (Star, snowflake and Fact 

constellation schemes) using SQL queries 
 

Experiment-II  
1. SQL queries to implement Cube operations on multidimensional data models 
 
Experiment-III  
1. SQL queries to implement Set operations on multidimensional data models 

 
Experiment-IV  
1. Develop a data warehouse application for sales management using ETL tool 

 
Experiment-V         
1. Demonstrate OLAP operations using for sales data analytics using OLAP server 
 
Experiment-VI          
1. Demonstrate different options of handling missing values  
2. Demonstrate elimination of data noise using various kinds of binning functions 

 
Experiment-VII  
1.  Perform data preprocessing/analysis tasks using WEKA Tool 
2.  Write a program in any programming language to create a file in ARFF format consisting of at  
     least 10,000 transactions with at least three items 

 
 

Course Learning Objectives (LO): 
This Course will develop student‟s knowledge in/on… 

LO1: designing data warehouse & OLAP operations 

LO2: understanding ETL &OLAP tools 

LO3: evaluating data processing techniques using WEKA tool 

LO4: programming data mining techniques 
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Experiment-VIII  
1. Write a program to implement Apriori algorithm for association rule mining 
2. Generate association rules using Apriori and FP-Growth methods in WEKA Tool on German 

credit card dataset 
3. Compare efficiency of Apriori and FP-Growth methods in WEKA Tool on German credit card 

dataset 
 
Experiment-IX          
1. Write a program to implement ID3 classification algorithm  
2. Generate and compare different classification functions of WEKA Tool on German credit card 

dataset 
3. Generate the significance of attributes Foreign worker and social status of German credit card 

dataset in classification process using WEKA Tool 
 
Experiment-X     
1. Generate and compare significance of Ten cross fold and Fifty cross fold options of testing data 

generation for classification using WEKA Tool 
2. Generate and compare significance of Cross validation and boot strapping techniques of 

evaluation using WEKA Tool 
3. Evaluate the significance of attributes Foreign worker and social status of German credit card 

dataset using cross validation techniques of WEKA Tool 
 
Experiment-XI          
1. Write a program to implement simple K-means Clustering algorithm using WEKA Tool 
2. Generate and compare different clustering functions of WEKA Tool on German credit card 

dataset 
3. Generate the significance of attributes Foreign worker and social status of German credit card 

dataset in clustering process using WEKA Tool 
 

Experiment-XII          
1. Perform data visualization of German credit card dataset using R-Open Tool 
2. Generate synthetic data set and evaluate different classification algorithms using R-Open Tool 
3. Evaluate on different clustering algorithms on synthetic dataset using R-Open Tool 

 
Laboratory Manual:  
[1] Data Warehousing and Data Mining Laboratory Manual, Prepared by Dept. of CSE (AI & ML), KITSW 

  

Text Book:  

[1] Jiawei Han, Micheline Kambler, Data Mining Concepts and Techniques, 3rd ed., Singapore: 

Morgan Kaufmann Publishers, 2016. 
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Course Articulation Matrix (CAM): U18DS509 DATA WAREHOUSING AND DATA MINING 
LABORATORY 

Course Outcomes PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 PO11 PSO1 PSO2 PSO3 

CO1  U18DS509.1  1  2  2  2  1  -  -  1  1  1  1  2  2  2  

CO2  U18DS509.2  1  2  2  2  -  -  -  1  1  -  1  2  2  2  

CO3  U18DS509.3  1  2  2  2  1  -  -  1  1  -  1  2  2  2  

CO4  U18DS509.4  1  2  2  2  -  -  -  1  1  1  1  2  2  2  

U18DS509  1  2  2  2  1  -  -  1  1  1  1  2  2  2  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Course Learning Outcomes (COs):  

On completion of this course, Student‟s will be able to… 

CO1:  design data warehouse and implement OLAP operations 

CO2:  apply ETL &OLAP tools for data analysis 

CO3:  evaluate different data processing techniques using WEKA tool 

CO4:  implement data mining techniques on various data sets 
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U18DS510 SEMINAR  
   

Class: B.Tech. V-Semester  Branch: Computer Science & Engineering (Data Science) 

 
Teaching Scheme :  

  
Examination Scheme : 

L T P C  Continuous Internal Evaluation  100 marks 

- - 2 1  End Semester Examination - 

 

Course Learning Objectives(LOs):  

This course will develop student‟s knowledge in/on… 
LO1: selecting topic, referring to peer reviewed journals / technical magazines / conference proceedings 
LO2: literature review and well-documented report writing   
LO3: creating PPTs and effective technical presentation 
LO4: preparing a technical paper in scientific journal style & format 

Student has to give independent seminar on the state-of-the-art technical topics relevant to their 

program of study, which would supplement and complement the program assigned to each student. 

Guidelines: 

1. The HoD shall constitute a Department Seminar Evaluation Committee (DSEC)  

2. DSEC shall allot a faculty supervisor to each student for guiding on  

(i) selection of topic  

(ii) literature survey and work to be carried out  

(iii) preparing a report in proper format and  

(iv) effective seminar presentation  

3. There shall be only Continuous Internal Evaluation (CIE) for seminar  

4. The CIE for seminar is as follows: 

 

Assessment Weightage 

Seminar Supervisor Assessment 20% 

Seminar Report 30% 

Seminar Paper 20% 
DSEC Assessment: Oral presentation with PPT and viva-voce 30% 

                                                                                   Total Weightage: 100% 

      Note: It is mandatory for the student to appear for oral presentation and viva-voce to qualify    

                for course evaluation  
   

(a) Seminar Topic: The topic should be interesting and conducive to discussion. Topics may   

be found by looking through recent issues of peer reviewed Journals / Technical 

Magazines on the topics of potential interest  

(b) Report: Each student is required to submit a well-documented report on the chosen         

seminar topic as per the format specified by DSEC.  

(c) Anti-Plagiarism Check: The seminar report should clear plagiarism check as per the  

Anti-Plagiarism policy of the institute.  
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(d) Presentation: Each student should prepare PPT with informative slides and make an   

           effective oral presentation before the DSEC as per the schedule notified by the department       
(e) The student has to register for the Seminar as supplementary examination in the following  

cases: 

i) he/she is absent for oral presentation and viva-voce  

ii) he/she fails to submit the report in prescribed format  

iii) he/she fails to fulfill the requirements of seminar evaluation as per specified guidelines 

      (f) i) The CoE shall send a list of students registered for supplementary to the HoD concerned    

           ii) The DSEC, duly constituted by the HoD, shall conduct seminar evaluation and send the  

              award list to the CoE within the stipulated time 

 
 

Course Learning Outcomes (COs):  

On completion of this course, Student‟s will be able to… 

CO1: select current topics in their engineering discipline & allied areas from peer reviewed journals / 

technical magazines/ conference proceedings 

CO2: demonstrate the skills for performing literature survey, identify gaps, analyze the technical content 

and prepare a well-documented seminar report 

CO3: create informative PPT and demonstrate communication skills through effective oral presentation 

showing knowledge on the subject & sensitivity towards social impact of the seminar topic 

CO4: write a “seminar paper” in scientific journal style & format from the prepared seminar report 

 

Course Articulation Matrix (CAM): U18DS510 SEMINAR 

Course Outcomes PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 PO11 PSO1  PSO2  PSO3 

CO1 U18DS510.1 1 1 - 1 1 1 2 2 2 1 2 1 1 1 

CO2 U18DS510.2 1 1 - - - - 2 2 2 - 2 1 1 1 

CO3 U18DS510.3 - - - - - 1 2 2 2 - 2 1 1 1 

CO4 U18DS510.4 - - - - - - 2 2 2 - 2 1 1 1 

      U18DS510 1 1 - 1 1 1 2 2 2 1 2 1 1 1 
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ProfessionalElective-II/MOOC-II: 
U18DS603A: Computer Vision and Image Processing 
U18DS603B: Information Retrieval Systems 
U18DS603C: Soft Computing 
U18DS603M:MOOCsCourse 

 

DEPARTMENT OF COMPUTER SCIENCE AND ENGINEERING (DATA SCIENCE) URR-18R23 
KAKATIYA INSTITUTE OF TECHNOLOGY & SCIENCE: WARANGAL– 15 

(AnAutonomousInstituteunderKakatiyaUniversity,Warangal) 

 SCHEMEOFINSTRUCTION&EVALUATION 
 VI-SEMESTEROF4-YEARB.TECHDEGREEPROGRAM 

[6Th+3P+Miniproject] 

Sl. 
No 

 
Category 

 
CourseCode 

 
CourseTitle 

Periods/week Credits Evaluationscheme 

L T P C 
CIE ESE Total 

Marks TA MSE Total 

1 HSMC U18TP601 QuantitativeAptitude&LogicalReasoning 2 - - 1 10 30 40 60 100 

2 HSMC U18MH602 ManagementEconomicsandAccountancy 3 - - 3 10 30 40 60 100 

3 PE U18DS603 ProfessionalElective-II/MOOC-II 3 - - 3 10 30 40 60 100 

4 PCC U18DS604 BigDataAnalytics 3 - - 3 10 30 40 60 100 

5 PCC U18DS605 MachineLearning 3 - - 3 10 30 40 60 100 

6 PCC U18DS606 RProgramming 3 1 - 4 10 30 40 60 100 

7 PCC U18DS607 BigDataAnalyticsLaboratory - - 2 1 40 - 40 60 100 

8 PCC U18DS608 MachineLearningLaboratory - - 2 1 40 - 40 60 100 

9 PCC U18DS609 RprogrammingLaboratory - - 2 1 40 - 40 60 100 

10 PROJ U18DS610 MiniProject - - 2 1 100 - 100 - 100 

Total: 17 1 8 21 280 180 460 540 1000 

AdditionalLearning*: Maximum credits allowed for Honours/Minor in Engineering - - - 7 - - - - - 

Total credits for students opted for Honours/Minor students: - - - 21+7 - - - - - 

* List of courses for additional learning through MOOCs towards Honours/Minor in Engineering shall be prescribed by the department under Honours/ Minor 
Curricula 

[L=Lecture,T=Tutorials,P=Practicals&C=Credits] TotalContactPeriods/Week:26 TotalCredits:21 
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U18TP601 QUANTITATIVE APTITUDE & LOGICAL REASONING 

   

Class:B.Tech. VI-Semester  Branch:Computer Science & Engineering (Data Science) 

 
Teaching Scheme : 

  
Examination Scheme : 

L T P C  Continuous Internal Evaluation  40 marks 

2 - - 1  End Semester Examination 60 marks 

 

Course Learning Objectives(LOs):  

This course will develop student’s knowledge in/on… 
LO1:quantitative aptitude & problem solving skills 
LO2:computing abstract quantitative information 
LO3:application of basic mathematics skills & critical thinking to draw conclusions 
LO4: evaluating the validity & possible biases in arguments presented in authentic contexts 

 UNIT-I (9) 

Quantitative Aptitude-I: Number system, Averages, Percentages, Ratios & proportions, Time, 

Speed &distance, Time and work, Data interpretation 

UNIT-II (9) 

Quantitative Aptitude-II: Simple Interest, Compound Interest, Profit & loss, Ages, 

Permutations &Combinations, Probability 

UNIT-III (9) 

Logical Reasoning-I: Series completion, Analogy, Coding and decoding, Blood relations, 

Number, Ranking & Time sequence test, Linear & Circular arrangements 

UNIT-IV (9) 

Logical Reasoning-II: Data sufficiency, Logical Venn diagram, Syllogisms, Statement & 
Arguments, Statement & Assumptions, Direction sense test 
 

Text Book: 

[1] R S Agarwal, Quantitative Aptitude for Competitive Examinations, 3rd ed., New Delhi: S. Chand 
Publications, 2019. (Chapters 1,6,7,8,10,11,12,15,17,21,22,30,31) 

[2] R S Agarwal, A Modern Approach to Verbal and Non-Verbal Reasoning, 3rd ed., New Delhi: S. 
Chand Publications, 2019. (Chapters Section I: 1,3,4,5,6,8,16, Section II: 2,3) 

Reference Books:  
[1] Dinesh Khattar, Quantitative Aptitude for Competitive Examinations, New Delhi: Pearson India, 

2019. 
[2] Nishit K Sinha, Reasoning for Competitive Examinations, New Delhi: Pearson India, 2019. 
[3] R.N.Thakur, General Intelligence and Reasoning, New Delhi: McGraw Hill Education, 2017. 
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Course Research Paper:Research papers (Indexed Journals/conference papers) relevant to the 
course content will be posted by the course faculty in Course Web page. 
 
Course Patent: Patents relevant to the course content will be posted by the course faculty in 

Course Web page. 

 

Course Projects: Course project is an independent project carried out by the student during the 

course period, under the supervision of course faculty. Course faculty will post few course 

projects titles in Course Web page. Students are encouraged to come up and experiment with 

the ideas that interest them. 

 
 

Course Learning Outcomes(COs):  

On completion of this course, Student’s will be able to… 

CO1: solve arithmetic relationships and interpret data using mathematical models 

CO2:compute abstract quantitative information 

CO3: apply basic mathematics & critical thinking skillsto draw conclusions and solve problems 

CO4:evaluate the validity & possible biases in arguments presented in authentic contexts logically 

&sensibly 

 

Course Articulation Matrix(CAM):U18TP601 QUANTITATIVE APTITUDE & LOGICAL 
REASONING 

Course Outcomes PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 PO11 PSO1  PSO2  PSO3 

CO1 U18TP601.1 - 2 - 1 - - - - - - 1 - - 1 

CO2 U18TP601.2 - 2 - 1 - - - - - - 1 - - 1 

CO3 U18TP601.3 - 1 - 2 - 2 - - - - 1 - - 1 

CO4 U18TP601.4 - 1 - 2 - 2 - - - - 1 - - 1 

U18TP601 - 1.5 - 1.5 - 2 - - - - 1 - - 1 
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U18MH602 MANAGEMENT ECONOMICS AND ACCOUNTANCY 

   

Class:B.Tech. VI-Semester  Branch:Computer Science & Engineering (Data Science) 

 
Teaching Scheme : 

  
Examination Scheme : 

L T P C  Continuous Internal Evaluation  40 marks 

3 - - 3  End Semester Examination 60 marks 

 

Course Learning Objectives(LOs):  

This course will develop student’s knowledge in/on… 
LO1:basic concepts of management 
LO2:concepts of economics and forms of business organizations 
LO3:fundamentals of accountancy and journalizing 
LO4: preparation of final accounts 

 UNIT-I (9) 

Management: Meaning and definition, Scientific Management - Definition, Characteristics, 

Principles of management 

Functions of Management: Planning - Definition, Characteristics; Organizing - Definition, 

Characteristics; Staffing- Meaning, Functions of personnel management; Directing-Leadership, 

Nature; Motivation— Nature, Types (financial, non-financial, intrinsic andextrinsic), 

Communication- Process, Types, Co-ordination- Definition, Steps to achieve effective 

coordination, Controlling- Definition, process (Chapters 1,3, 4, 5, 6, 7 of Part 4 of Text1) 

UNIT-II (9) 

Economics: Meaning and definition, Scope, Micro and Macro Economics, Methods 

ofEconomics, Laws of Economics 

Forms of Business Organization: Sole Proprietor ship, Partnership firm- Types of Partners, 

Cooperative society, Joint Stock Company- Features, Types, Merits and demerits (Chapters 1, 

2, 3, 4 of Part 2 of Text 1) 

UNIT-III (9) 

Double Entry System and Book Keeping: Accounting concepts and conventions, Overview of 

accounting cycle, Journal- meaning, Journalizing, Ledger- Meaning, Ledger posting, Balancing; 

Cashbook (Single column), Preparation of Trial balance (Chapter 3, 4 of Text 2) 

UNIT-IV (9) 

Final Accounts: Trading Account, profit and loss account and Balance Sheet with simple 

adjustments (Chapter5 of Text2) 
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Text Book: 

[1] Y.K. Bhushan, Fundamentals of Business Organization and Management, 20th ed., New Delhi: 
Sultan Chand & Sons, 2017. (Units 1, 2) 

[2] T. S. Grewal, S.C. Gupta, Introduction to Accountancy, 8th ed., New Delhi: Sultan Chand & 
Sons, 2014. (Units 3, 4) 

 
Reference Books:  

[1] L. M. Prasad, Principles and Practice of Management, 9th ed., New Delhi: Sulthan Chand, 2016. 
[2] R.L.Gupta&V.K.Gupta, Principles and Practice of Accountancy, 14th ed., New Delhi: Sulthan 

Chand and Son, 2018. 
 

Course Research Paper:Research papers (Indexed Journals/conference papers) relevant to the 
course content will be posted by the course faculty in Course Web page. 
 
Course Patent: Patents relevant to the course content will be posted by the course faculty in 

Course Web page. 

 

Course Projects: Course project is an independent project carried out by the student during the 

course period, under the supervision of course faculty. Course faculty will post few course 

projects titles in Course Web page. Students are encouraged to come up and experiment with 

the ideas that interest them. 

 
 

Course Learning Outcomes(COs):  

On completion of this course, Student’s will be able to… 

CO1: comprehend the basic concepts of management 

CO2:distinguish between micro & macro economics and forms of business organizations 

CO3: pass journal entries & post the minto ledgers 

CO4:prepare proof & loss accounts and assess the financial position through the balance sheet 

 

Course Articulation Matrix(CAM):U18MH602 MANAGEMENT ECONOMICS AND 
ACCOUNTANCY 

Course Outcomes PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 PO11 PSO1 PSO2 PSO3 

CO1  U18MH602.1  -  -  -  -  -  -  -  1  1  1  1  1  -  -  

CO2  U18MH602.2  -  -  -  -  -  -  -  1  1  2  1  1  -  -  

CO3  U18MH602.3  -  -  -  -  -  -  -  1  1  1  1  1  -  -  

CO4  U18MH602.4  -  -  -  -  -  -  -  1  1  1  1  1  -  -  

U18MH602 -  -  -  -  -  -  - 1  1.25  1  1  1 - - 
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U18DS603ACOMPUTER VISION AND IMAGE PROCESSING 

   

Class:B.Tech. VI-Semester  Branch:Computer Science & Engineering (Data Science) 

 
Teaching Scheme : 

  
Examination Scheme : 

L T P C  Continuous Internal Evaluation  40 marks 

3 - - 3  End Semester Examination 60 marks 

 

Course Learning Objectives(LOs):  

This course will develop student’s knowledge in/on… 
LO1:fundamental concepts of image processing such as sampling, quantization, basic relationship between 

pixels,intensity transformation and spatial filtering techniques 
LO2:frequency domain filters for smoothing and sharpening of input images along with image restoration and 

reconstruction techniques 
LO3:morphological image processing and image segmentation techniques applied on input images to filter and 

segment the objects present in an input image 
LO4: providing vision to a computer by extracting the features from an object present in an input image and 

identify the object using classification techniques 

 UNIT-I (9) 

Introduction: What is digital image processing, Examples of fields that use digital image 

processing, Fundamental steps in digital image processing 

Digital Image Fundamentals: Elements of visual perception, Light and the electromagnetic 

spectrum, Image sensing and acquisition, Image sampling and quantization, some basic 

relationships between pixels, Introduction to the mathematical tools used in digital image 

processing 

Intensity Transformations & Spatial Filtering: The basics of intensity transformations and 

spatial filtering, Basic intensity transformation functions, Histogram processing, Fundamentals 

of spatial filtering, Smoothing spatial filters, Sharpening spatial filters, Combining spatial 

enhancement methods 

UNIT-II (9) 

Filtering in the Frequency Domain: A brief history of the Fourier series and transform, 

Preliminary concepts, Discrete Fourier transform (DFT) of one variable, Extension to functions 

of two variables, Some properties of the 2-D discrete Fourier transform, The basics of filtering in 

the frequency domain 

Image Restoration and Reconstruction: A model of the image degradation/restoration process, 

Noise models, Restoration in the presence of noise only-spatial filtering, Periodic noise 

reduction using frequency domain filtering 

UNIT-III (9) 

Morphological Image Processing: Preliminaries, Erosion and dilation, Opening and closing, 

Hit-or-miss transformation, Some basic morphological algorithms 
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Image Segmentation: Fundamentals, Point, Line and edge detection, Thresholding, 

Segmentation by region growing and by region splitting and merging, Region segmentation 

using clustering and superpixels, Segmentation using morphological watersheds 

UNIT-IV (9) 

Feature Extraction: Background, Boundary preprocessing, Boundary feature descriptors, 
Region feature descriptors, Principal components as feature descriptors, Whole-image features, 
Scale-invariant feature transform 

Image Pattern Classification: Background, Patterns and pattern classes, Pattern classification 

by prototype matching, Optimum (Bayes) statistical classifiers, Neural networks and deep 

learning, Deep convolution neural networks 

 

Text Books: 

[1] Rafael C. Gonzalez, Richard E. Woods, Digital Image Processing, 4th ed., New Delhi: Pearson, 
2018. (Chapters 1 to 5, 9 to 12) 

Reference Books:  
[1] Anil K. Jain, Fundamentals of Image Processing, 1st ed., Chennai: Pearson, 2015. 
[2] B. Chanda, D. Dutta Majunder, Digital Image Processing and Analysis, 2nd ed., New Delhi: 

Prentice Hall of India, 2011. 
[3] S. Sridhar, Digital Image Processing, 2nd ed., Noida: Oxford University Press, 2016. 
[4] Munesh C. Trivedi, Digital Image Processing, 1st ed., New Delhi: Khanna Book Publishing, 

2014. 
 

Course Research Paper:Research papers (Indexed Journals/conference papers) relevant to the 
course content will be posted by the course faculty in Course Web page. 
 
Course Patent: Patents relevant to the course content will be posted by the course faculty in 

Course Web page. 

 

Course Projects: Course project is an independent project carried out by the student during the 

course period, under the supervision of course faculty. Course faculty will post few course 

projects titles in Course Web page. Students are encouraged to come up and experiment with 

the ideas that interest them. 
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Course Learning Outcomes(COs):  

On completion of this course, Student’s will be able to… 

CO1: apply the image pre-processing techniques such as sampling, quantization, basic relationships between 

pixels, various intensity transformation and filtering techniques to enhance the look and feel of an 

input image for further processing 

CO2:identify the effect of frequency domain filters, image restoration and reconstruction techniques and 

apply the same for smoothing, sharpening and image enhancement 

CO3: apply morphological image processing techniques on objects present in input images to extract image 

components and discover various ways to segment the objects present in the input images 

CO4:extract the features to depict the shape of an object and apply classification techniques to identify the 

object present in an input image 

 

Course Articulation Matrix (CAM): U18DS603A COMPUTER VISION AND IMAGE PROCESSING 

Course Outcomes PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 PO11 PSO1 PSO2 PSO3 

CO1  U18DS603A.1  2  2  2  2  1  -  1  1  1  -  1  1  1  1  

CO2  U18DS603A.2  3  3  3  3  1  -  1  1  1  -  3  1  1  1  

CO3  U18DS603A.3  3  3  3  3  1  -  1  1  1  -  3  1  1  1  

CO4  U18DS603A.4  3  3  3  3  1  -  1  1  1  -  3  1  1  1  

U18DS603A  2.75  2.75  2.75  2.75  1  -  1  1  1  -  2.5  1  1  1  
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U18DS603BINFORMATION RETRIEVAL SYSTEMS 

   

Class:B.Tech. VI-Semester  Branch:Computer Science & Engineering (Data Science) 

 
Teaching Scheme : 

  
Examination Scheme : 

L T P C  Continuous Internal Evaluation  40 marks 

3 - - 3  End Semester Examination 60 marks 

 

Course Learning Objectives(LOs):  

This course will develop student’s knowledge in/on… 
LO1:retrieval of information based on capabilities and imprecise nature of the search algorithms 
LO2:search techniques and finding relevant items 
LO3:concept of indexing and the data structures most commonly associated with information retrieval systems and  
technical platforms needed for sophisticated display 
LO4: retrieval and evaluation techniques for information retrieval systems 

 UNIT-I (9) 

Introduction: Definition, Objectives, Functional overview, Relationship to database 

management systems, Digital libraries and Data warehouses 

Information Retrieval System Capabilities: Search, Browse and miscellaneous 

Cataloging and Indexing: Objectives, Indexing process, Automatic indexing and information 
extraction 

UNIT-II (9) 

Data Structure: Introduction, Stemming algorithms, Inverted file structures, N-gram data 

structure, PAT Data structure, Signature file structure and Hypertext and XML data structures, 

Hidden markov models 

Automatic Indexing: Classes of automatic indexing, Statistical indexing, Natural language, 
Concept indexing, Hypertext linkages 

UNIT-III (9) 

Document and Term Clustering: Introduction, Thesaurus generation, Item clustering, 
Hierarchy of clusters 
User Search Techniques: Search statements and binding, Similarity measures and ranking, 
Relevance feedback, Selective dissemination of information search, Weighted searches of 
boolean systems, Searching the internet and hypertext 
Information Visualization: Introduction, Cognition and perception, Information visualization 
technologies 

UNIT-IV (9) 

Text Search Algorithms: Introduction, Software text search, Hardware text search systems 
Multimedia Information Retrieval: Spoken language audio retrieval, Non-speech audio 
retrieval, Graph retrieval, Image retrieval, Video retrieval 
Information System Evaluation: Introduction, Measures used in system evaluation 
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Text Book: 

[1] Gerald J. Kowalski, Mark T.Maybury, Information Storage and Retrieval Systems: Theory and 
Implementation, 2nd ed., Kluwer Academic Publishers (Springer Publisher), ISBN-10: 
058532090X, ISBN-13: 9788181284976, 2009. 

 
Reference Books:  
[1] Ricardo Baeza-Yates, Berthier Ribeiro-Neto, Modern Information Retrieval, 1st ed., Addison 

Wesley Publication, ISBN-10: 020139829X, ISBN-13: 9780321416919, 2011. 
[2] Christopher D. Manning, Prabhakar Raghavan, Hinrich Schutze, Introduction to Information 

Retrieval, 1st ed., Cambridge University Press, ISBN-10: 0521865719, ISBN-13: 978-
0521865715, 2008. 

 
Course Research Paper:Research papers (Indexed Journals/conference papers) relevant to the 
course content will be posted by the course faculty in Course Web page. 
 
Course Patent: Patents relevant to the course content will be posted by the course faculty in 

Course Web page. 

 

Course Projects: Course project is an independent project carried out by the student during the 

course period, under the supervision of course faculty. Course faculty will post few course 

projects titles in Course Web page. Students are encouraged to come up and experiment with 

the ideas that interest them. 

 
 

Course Learning Outcomes(COs):  

On completion of this course, Student’s will be able to… 

CO1: apply all the IRS capabilities and perform information extraction operation usingcataloging and 

indexing 

CO2:identify suitable data structure and indexing mechanism for manual and automaticclustering 

CO3: choose index to define the searchable concepts that represent the items received by asystem and 

viewing the results of a search using a hierarchical paradigm 

CO4:select appropriate search algorithm, apply different measures for evaluation andcompare the 

measurement results of the designed IRS system 

 

Course Articulation Matrix(CAM):U18DS603B INFORMATION RETRIEVAL SYSTEMS  

Course Outcomes PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 PO11 PSO1 PSO2 PSO3 

CO1 U18DS603B.1 2 1 1 - - - 1 - 1 - - 1 - - 

CO2 U18DS603B.2 1 1 2 1 - - 1 - 1 - 2 2 1 - 

CO3 U18DS603B.3 1 2 1 2 1 - 1 - 1 - 2 2 2 1 

CO4 U18DS603B.4 2 2 2 2 1 - 1 - 1 - 2 2 2 2 

U18DS603B 1.5 1.5 1.5 1.6 1 - 1 - 1 - 2 1.75 1.66 1.5 
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U18DS603CSOFT COMPUTING 

   

Class:B.Tech. VI-Semester  Branch:Computer Science & Engineering (Data Science) 

 
Teaching Scheme : 

  
Examination Scheme : 

L T P C  Continuous Internal Evaluation  40 marks 

3 - - 3  End Semester Examination 60 marks 

 

Course Learning Objectives(LOs):  

This course will develop student’s knowledge in/on… 
LO1:key aspects and evolution of soft computing and building blocks of genetic programming 
LO2:supervised learning through neural networks and adaptive network models 
LO3:fuzzy logic, fuzzy rules, fuzzy reasoning and fuzzy inference systems 
LO4: neuro fuzzy modeling and data clustering algorithms 

 UNIT-I (9) 

Introduction to Soft Computing: Evolution of Computing – Soft Computing Constituents –

From Conventional AI to Computational Intelligence – Neuro-Fuzzy and Soft 

ComputingCharacteristics 

Genetic Programming: Introduction to Genetic Programming (GP) – Applications of GP- Other 
Evolutionary computing methods such as Ant Colony Optimization and SwarmOptimization 

UNIT-II (9) 
Neural Networks: Adaptive Networks – Architecture- Backpropagation for Feed 

ForwardNetworks –Recurrent Neural Networks 

Supervised Learning Neural Networks: Perceptron -Adaline- Backpropagation forMultilayer 
erceptron-Radial Basis Function Networks 

UNIT-III (9) 
Fuzzy Logic: Fuzzy Sets – Basic definitions and terminology- Set-theoretic Operations-
Membership Functions Formulation and Parameterization -Fuzzy Rules and FuzzyReasoning – 
Fuzzy Inference Systems 

UNIT-IV (9) 
Neuro-Fuzzy Modeling: Adaptive Neuro-Fuzzy Inference Systems – Coactive Neuro-
FuzzyModeling – Classification and Regression Trees – Data Clustering Algorithms – Rule 
basedStructure Identification 
 

Text Books: 

[1] Jyh-Shing Roger Jang, Chuen-Tsai Sun, EijiMizutani, Neuro-Fuzzy and Soft Computing, 
Prentice-Hall of India, 2002.(Chapters 1, 2, 3, 4, 8, 9, 12, 13, 15, 16) 

[2] David E.Goldberg, Genetic Algorithms in Search, Optimization and Machine Learning, Addison 
Wesley, 1989. 
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Reference Books:  
[1] George J. Klir and Bo Yuan, Fuzzy Sets and Fuzzy Logic-Theory and Applications, Prentice Hall, 

1996. 
[2] James A. Freeman and David M. Skapura, Neural Networks Algorithms, Applications, and 

Programming Techniques, Addison Wesley, 2003. 
[3] KwangH.Lee, First course on Fuzzy Theory and Applications, Springer, 2005. 

 
Course Research Paper:Research papers (Indexed Journals/conference papers) relevant to the 
course content will be posted by the course faculty in Course Web page. 
 
Course Patent: Patents relevant to the course content will be posted by the course faculty in 

Course Web page. 

 

Course Projects: Course project is an independent project carried out by the student during the 

course period, under the supervision of course faculty. Course faculty will post few course 

projects titles in Course Web page. Students are encouraged to come up and experiment with 

the ideas that interest them. 

 
 

Course Learning Outcomes(COs):  

On completion of this course, Student’s will be able to… 

CO1: identify the differences between conventional AI and computational Intelligence and apply 

geneticprogramming to solve optimization problems 

CO2:apply supervised learning concepts to design neural networks that provide robust solutions 

forclassification and predictive analysis 

CO3: design fuzzy inference system for data classification and decision analysis using fuzzy logic, 

fuzzyrules and fuzzy reasoning 

CO4:design neuro fuzzy models for feature extraction, solving classification and regression problems 

 

Course Articulation Matrix(CAM):U18DS603C SOFT COMPUTING 

Course Outcomes PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 PO11 PSO1 PSO2 PSO3 

CO1 U18DS603C.1 2  2  2  2  1  -  1  1  1  -  1  1  1  1  

CO2  U18DS603C.2  2  2  2  2  1  -  1  1  1  -  1  1  1  1  

CO3  U18DS603C.3  3  2  3  3  1  -  1  1  1  -  1  1  1  1  

CO4  U18DS603C.4  3  2  3  3  1  -  1  1  1  -  1  1  1  1  

U18DS603C 2.5  2  2.5  2.5  1  -  1  1  1  -  1  1  1  1  
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U18DS604BIG DATA ANALYTICS 

   

Class:B.Tech. VI-Semester  Branch:Computer Science & Engineering (Data Science) 

 
Teaching Scheme : 

  
Examination Scheme : 

L T P C  Continuous Internal Evaluation  40 marks 

3 - - 3  End Semester Examination 60 marks 

 

Course Learning Objectives(LOs):  

This course will develop student’s knowledge in/on… 
LO1:fundamental of big data platform and its technologies 
LO2:optimize the apache hadoop, mapreduce and mongoDB 
LO3:analyze the cassandra and hive 
LO4: asses the pig and jasper reports 

 UNIT-I (9) 

Introduction to Digital & Big Data: Types of digital data, Classification of digital data, 

Characteristics of data, Evolution of big data, Definition of big data, Challenges with big data, 

3V’s of Big data, Non definitional traits of Big Data - Business intelligence Vs Big Data - Data 

warehouse and hadoop environment, Coexistence 

Big Data Analytics: Classification of analytics, Data science, Terminologies in big data, CAP 

Theorem, BASE concept, Few top analytics tools 

The Big Data Technology Landscape: NoSQL (Not Only SQL), Hadoop 

UNIT-II (9) 
Introduction to Hadoop: History of hadoop, Hadoop overview, RDBMS vs hadoop, Distributed 

computing challenges, Use case of hadoop, Hadoop distributors, Hadoop distributed file 

system(HDFS), Processing data with hadoop, Managing resources and applications with 

hadoop YARN (Yet Another Resource Negotiator), Interacting with hadoop ecosystem 

Map Reduce: Mapper, Reducer, Combiner, Partitioner, Searching, Sorting and Compression 

Mongo DB: Terms used in RDBMS and mongoDB, Data types in mongoDB, mongoDB query 
language 

UNIT-III (9) 

Introduction to Cassandra: Features of cassandra, CQL data types, CQLSH, Keyspaces, CRUD 

(Create, Read, Update, and Delete) operations, Collections, Using a counter, Time to live (TTL), 

Alter commands, Import and export, Querying system tables 

Introduction to Hive: Hive architecture, Hive data types, Hive file format, Hive query language 
(HQL), RCFile implementation, SerDe, User defined function (UDF) 

UNIT-IV (9) 

Introduction to Pig: Pig on hadoop, Use case for pig-ETL processing, Data types in pig, 

Running pig, Execution modes of pig, HDFS commands, Relational operators, Eval 
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Text Book: 

[1] Seema Acharya and Subhashini Chellappan, Big Data and Analytics, 2nd ed., New Delhi: 
Wiley India Pvt.Ltd., 2019. (Chapters 1 to 11) 

 
Reference Books:  
[1] John Wiley, Data Science and Big Data Analytics: Discovering, Analyzing, Visualizing and 

Presenting Data, 1st ed., United States: Indianapolis - EMC Education Services, 2015. 
[2] DT Editorial Services, BIG DATA, Black Book, 1st ed., New Delhi: DreamTech Press,2016. 
[3] Russell Bradberry, Eric Blow, Practical Cassandra A developers Approach, 1st ed., New York: 

Pearson Education, 2014. 
[4] Judith Hurwitz, Alan Nugent, Dr. Fern Halper, Marcia Kaufman, Big Data for Dummies, 1st 

ed., New York: John Wiley & Sons, Inc., 2013. 
[5] Kyle Banker, Mongo DB in Action, 1sted., George Town: Manning Publications Company, 

2012. 
[6] Tom White, Hadoop: The Definitive Guide, 4th ed., New York: O’Reilly Publications, 2011. 

 
Course Research Paper:Research papers (Indexed Journals/conference papers) relevant to the 
course content will be posted by the course faculty in Course Web page. 
 
Course Patent: Patents relevant to the course content will be posted by the course faculty in 

Course Web page. 

 

Course Projects: Course project is an independent project carried out by the student during the 

course period, under the supervision of course faculty. Course faculty will post few course 

projects titles in Course Web page. Students are encouraged to come up and experiment with 

the ideas that interest them. 

 
 

Course Learning Outcomes(COs):  

On completion of this course, Student’s will be able to… 

CO1: fundamentals of big data and its business implications 

CO2:examine the use cases of hadoop and mapreduce operations 

CO3: inspect various query languages such as cassandra and hive 

CO4:asses the various concepts of pig and its applications 

 

Course Articulation Matrix(CAM):U18DS604 BIG DATA ANALYTICS  

Course Outcomes PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 PO11 PSO1 PSO2 PSO3 

CO1  U18DS604.1  2 2 1 1 1 - 1 1 1 - 1 2 1 2 

CO2  U18DS604.2  2 2 2 1 1 - 1 1 1 - 1 2 1 2 

CO3  U18DS604.3  2 2 2 2 1 - 1 1 1 - 2 2 1 2 

CO4  U18DS604.4  2 2 2 2 2 - 1 1 1 - 2 2 2 2 

U18DS604 2.75 2.75 2.5 2.5 2 - 1 1 1 - 1.5 2 1.25 2 
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U18DS605MACHINELEARNING 

   

Class:B.Tech. VI-Semester  Branch:Computer Science & Engineering(Data Science) 

 
Teaching Scheme : 

  
Examination Scheme : 

L T P C  Continuous Internal Evaluation  40 marks 

3 - - 3  End Semester Examination 60 marks 

 

Course Learning Objectives(LOs):  

This course will develop student’s knowledge in/on… 
LO1:machine learning fundamentals, binary classification and handling more than two classes 
LO2:dimensionality reduction, linear and kernel models 
LO3:fundamentals of ANN, multi-layer feed forward and back propagation networks 
LO4: reinforcement learning, decision making by ensemble learning 

 UNIT-I (9) 

The ingredients of machine learning: The problems that can be solved with machinelearning, 

The output of machine, The workhorses of machine 

Binary classification: Classification, Scoring and Ranking, Class probability estimation 

Beyond Binary Classification: Handling more than two classes 

Case Study: Spam filtering 

UNIT-II (9) 

Dimensionality Reduction: Linear discriminant analysis (LDA), Principal componentsanalysis 

(PCA), Factor analysis, Independent components analysis (ICA) 

Linear Models: The Least-Squares method, Multivariate linear regression 

Support Vector Machines: Optimal separation, Kernels, The support vector machinealgorithm, 

Extensions to the SVM 

Case Study: Disease prediction using SVM 
UNIT-III (9) 

Artificial Neural Networks: Introduction, Neural network representation, 

Appropriateproblems for neural network learning, Perceptron, Multilayer networks and the 

backpropagation algorithm, Remarks on the back propagation algorithm 

The Multi-layer Perceptron: Going forwards, Going backwards, Back-propagation of error,The 
Multi-layer perceptron in practice, Examples of using the MLP, A Recipe for using theMLP, 
Deriving Back-Propagation 

UNIT-IV (9) 

Reinforcement Learning: Overview, Example: getting lost, Markov decision processes,Values, 
Back on holiday: Using reinforcement learning, The difference between SARSA andQ-Learning, 
Uses of Reinforcement learning 

Ensemble Learning: Boosting, Bagging, Random forests, Different ways to combineclassifiers 
Case Study: optimization of disease prediction using ensemble learning 



KITSW-Syllabi for VI Semester B.Tech. CSE (Data Science) 4-year Degree Programme Page 193 
 

Text Books: 

[1] Peter Flach, Machine Learning: The Art and Science of Algorithms that Make Sense of Data, 
Cambridge University Press, 1st ed., ISBN: 978-1 -107-09639-4, 2012. 

[2] StephenMarsland, Taylor & Francis, Machine Learning: An Algorithmic Perspective, CRC, ISBN 
-13: 978-1420067187, 2009. 

 
Reference Books:  
[1] Tom M. Mitchell, Machine Learning, Indian Edition, MGH, ISBN 1259096955, 2013 
[2] S. Russell and P. Norvig, Artificial Intelligence – A Modern Approach, 2nd ed., Pearson 

Education, 2003, ISBN: 978-0137903955. 
[3] Jason Bell, Machine Learning: Hands-On for Developers and Technical Professionals, 1st ed., John 

Wiley & Sons, ISBN-13: 978-1118889060, 2014. 
[4] William W Hsieh, Machine Learning Methods in the Environmental Sciences, Neural Networks, 

Cambridge University Press, ISBN -13: 978-0805822410, 2009. 
 

Course Research Paper:Research papers (Indexed Journals/conference papers) relevant to the 
course content will be posted by the course faculty in Course Web page. 
 
Course Patent: Patents relevant to the course content will be posted by the course faculty in 

Course Web page. 

 

Course Projects: Course project is an independent project carried out by the student during the 

course period, under the supervision of course faculty. Course faculty will post few course 

projects titles in Course Web page. Students are encouraged to come up and experiment with 

the ideas that interest them. 

 
 

Course Learning Outcomes(COs):  

On completion of this course, Student’s will be able to… 

CO1: classify given input class based on binary and multivariate classification techniques 

CO2:apply linear models and dimensionality reduction in real world problems like disease prediction 

CO3: analyze the ANN and its usage in real world problems like handwritten digit recognition 

CO4:analyze the concepts of reinforcement learning and decision making by ensemble learning 

 

Course Articulation Matrix(CAM):U18DS605 MACHINE LEARNING 

Course Outcomes PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 PO11 PSO1 PSO2 PSO3 

CO1  U18DS605.1  2 2 2 3 3 2 1 1 1 - 2 2 2 2 

CO2  U18DS605.2  3 3 3 2 2 2 1 1 1 - 2 3 2 3 

CO3  U18DS605.3  2 2 2 3 3 1 1 1 1 - 2 2 2 3 

CO4  U18DS605.4  3 2 3 3 3 2 1 1 1 - 2 3 2 3 

U18DS605 2.5 2.5 2.5 2.75 2.75 1.75 1 1 1 - 2 2.5 2 2.75 
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U18DS606R PROGRAMMING 
   

Class:B.Tech. VI-Semester  Branch:Computer Science & Engineering (Data Science) 

 
Teaching Scheme : 

  
Examination Scheme : 

L T P C  Continuous Internal Evaluation  40 marks 

3 1 - 4  End Semester Examination 60 marks 

 

Course Learning Objectives(LOs):  

This course will develop student’s knowledge in/on… 
LO1:understand the fundamentals of R Programming in terms of vectors and matrices 
LO2:comprehend the working of arrays, lists, data frames and tables 
LO3:familiarize with the control statements , object oriented programming and I/O concepts 
LO4: perform string manipulation and interfacing with R 

 UNIT-I (9+3) 

Vectors in R: Introduction to R, R Data Structures, Help functions in R, Vectors, Scalars, 

Declarations, Recycling, Common vector operations, Using all and any, Vectorised operations, 

NA and NULL values, Filtering, Vectorised if-then else, Vector Equality, Vector element names 

Matrices: Creating matrices, Matrix operations, Applying functions to matrix rows and 
columns, Adding and deleting rows and columns, Vector/Matrix Distinction 

UNIT-II (9+3) 

Arrays and Lists: Avoiding dimension reduction, Higher dimensional arrays, lists, Creating 

lists, General list operations, Accessing list components and values, Applying functions to lists, 

Recursive lists 

Data Frames and Tables: Creating data frames, Matrix-like operations in frames, Merging data 
frames, Applying functions to data frames, Factors and tables, factors and levels, Common 
functions used with factors, Working with tables, Other factors and table related functions 

UNIT-III (9+3) 

Control Statements: Control statements, Arithmetic and boolean operators and values, Default 

values for arguments, Returning boolean values, Functions are objects, Environment and scope 

issues, Writing upstairs, Recursion, Replacement functions, Tools for composing function code, 

Math and simulations in R 

Object Oriented Programming and I/O: S3 Classes, S4 Classes, S3 Vs S4 classes, Managing 
Objects, Accessing keyboard and monitor, Reading and writing files, Accessing the internet 

UNIT-IV (9+3) 

String Manipulation and Graphics: String manipulation, Graphics, Creating graphs, 
Customizing graphs, Saving graphs to files, Creating three-dimensional plots 
Interfacing: Interfacing R to other languages, Parallel R, Basic statistics, Linear model, 
Generalized linear models, Non-linear models, Time series and auto-correlation, Clustering 

Case Study: Health care, Retail and finance real time applications using R Programming 
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Text Books: 

[1] Norman Matloff , The Art of R Programming: A Tour of Statistical Software Design, No Starch 
Press, 2011. 

[2] K.G. Srinivas, GM Siddesh and Chethan Shetty, B J Sowmya Statistical Programming in R, 
Oxford University Press, 2017. 

 
Reference Books:  

[1] Zumel, N., Mount, J., &Porzak, J., Practical data science with R, 2nd ed., Shelter Island, NY: 

Manning, 2019. 

[2] Wickham, H. & Grolemund, G., R for Data Science. O’Reilly, New York, 2018. 
[3] Roger D. Peng, R programming for data science, Lean pub, 2016. (pp. 86-181) 

 
Course Research Paper:Research papers (Indexed Journals/conference papers) relevant to the 
course content will be posted by the course faculty in Course Web page. 
 
Course Patent: Patents relevant to the course content will be posted by the course faculty in 

Course Web page. 

 

Course Projects: Course project is an independent project carried out by the student during the 

course period, under the supervision of course faculty. Course faculty will post few course 

projects titles in Course Web page. Students are encouraged to come up and experiment with 

the ideas that interest them. 

 
 

Course Learning Outcomes(COs):  

On completion of this course, Student’s will be able to… 

CO1: make use of vectors and matrices for writing R programs 

CO2:develop programs using arrays, lists, data frames and tables 

CO3: apply object oriented programming concepts and perform I/O 

CO4:design systems by interfacing R with other programming 

 

Course Articulation Matrix(CAM):U18DS606 R PROGRAMMING 

Course Outcomes PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 PO11 PSO1 PSO2 PSO3 

CO1 U18DS606.1 2 2 2 2 2 1 1 1 1 - 2 3 3 3 

CO2 U18DS606.2 2 2 2 2 2 1 1 1 1 - 2 3 3 3 

CO3 U18DS606.3 2 2 2 2 2 1 1 1 1 - 2 3 3 3 

CO4 U18DS606.4 2 2 2 2 2 1 1 1 1 - 2 3 3 3 

U18DS606 2 2 2 2 2 1 1 1 1 - 2 3 3 3 
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U18DS607 BIG DATA ANALYTICS LABORATORY 

   

Class: B.Tech. VI-Semester  Branch: Computer Science & Engineering (Data Science) 

 
Teaching Scheme : 

  
Examination Scheme : 

L T P C  Continuous Internal Evaluation  40 marks 

- - 2 1  End Semester Examination 60 marks 

 
 

  

 

 

 

 

 
 

List of Experiments 
Experiment-I  
1. Install, configure, and run Hadoop and HDFS. 
2. Use HDFS commands to interact with files: copyFromLocal, ls, cat, mkdir, delete, get 
3. Understand HDFS file storage, block size, and replication 
4. Perform file operations such as uploading, reading, and deleting files in HDFS 

 
Experiment-II 
1. Implement Frequent Item set algorithm using Map-Reduce 
2. Implement a MapReduce program that processes a dataset 
3. Implement MapReduce jobs using YARN 
 
Experiment-III  
1. Implement column databases using Cassandra 

 
Experiment-IV  
1. Implement basic Hive commands: CREATE, SELECT, INSERT, LOAD 
2. Implement tables, partitions, and HiveQL 

 
Experiment-V         
1. Perform basic operations such as creating tables, inserting, updating, and deleting data in 

HBase 
 
Experiment-VI 
1. Use MongoDB Hadoop Connector to integrate MongoDB with Hadoop 
2. Ingest and retrieve data between MongoDB and HDFS using MapReduce jobs 
3. Perform data operations (such as querying and updating) on MongoDB from within a Hadoop 

job 

Course Learning Objectives (LO): 
This Course will develop student’s knowledge in/on… 

LO1: Demonstrate the ability to use big data frameworks such as Hadoop and Spark for distributed data processing 

and analysis 

LO2: Apply data preprocessing techniques and query tools like Hive and Pig to manage and analyze large datasets 

LO3:Design and implement scalable algorithms for machine learning and statistical analysis on big data platforms 

LO4: Create meaningful visualizations and generate insightful reports to support data-driven decision making 
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Experiment-VII  
1.  Import/export data between Hadoop and relational databases using Sqoop 

 
Experiment-VIII  
1. Set up a Flume agent to capture log data from a source (e.g., syslog) and store it in HDFS 
 
Experiment-IX 
1. Execute workflows to run a series of MapReduce, Hive, and other jobs using Oozie 
 
Experiment-X 
1. Write and execute Pig Latin scripts for data transformation 
2. Implement Pig’s built-in functions and operators for data processing 
Experiment-XI 
1. Run Spark jobs using Spark Context and work with RDDs (Resilient Distributed Datasets) 
2. Integrate Spark with Hadoop's HDFS for distributed data processing 
Experiment-XII 
1. Set up Kafka producers and consumers 
2. Integrate Kafka with Hadoop to ingest and process streaming data 

 
Laboratory Manual:  
[1] Big Data Analytics LaboratoryManual, Prepared by Dept. of CSE (AI & ML), KITSW 

  

Reference Books: 

[1] Tom White, Hadoop: The Definitive Guide, 4th ed., O’Reilly Media, 2015. 

[2] Jeff Carpenter and Eben Hewitt, Apache Cassandra: The Definitive Guide, 2nd ed., O'Reilly Media, 

2016. 
 

 

Course Articulation Matrix(CAM):U18DS607 BIG DATA ANALYTICS LABORATORY 

Course Outcomes PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 PO11 PSO1 PSO2 PSO3 

CO1 U18DS607.1 2 2 2 1 2 - 1 2 1 - 2 3 1 3 

CO2 U18DS607.2 2 2 2 1 - - 1 2 1 - 2 3 1 2 

CO3 U18DS607.3 2 2 2 1 2 - 1 2 1 - 2 3 3 3 

CO4 U18DS607.4 2 2 2 1 - - 1 2 1 - 2 3 1 2 

U18DS607 2 2 2 1 2 - 1 1 1 - 2 3 1.5 2.5 

Course Learning Outcomes(COs):  

On completion of this course, Student’s will be able to… 

CO1: understand and apply the core principles of big data technologies like Hadoop, Spark, and NoSQL 

databases to process and analyze large datasets efficiently 

CO2:develop skills in using distributed computing frameworks such as MapReduce, YARN, and Spark to 

handle real-time and batch processing tasks in a big data environment 

CO3: design and implement data models and queries using tools like Hive, Pig, and Cassandra for storing 

and retrieving big data in a distributed storage system 

CO4: evaluate the performance of big data processing algorithms and optimize them for large-scale data 

analysis, ensuring scalability and fault tolerance in real-world applications 
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U18DS608 MACHINE LEARNING LABORATORY 

   

Class: B.Tech. VI-Semester  Branch: Computer Science & Engineering (Data Science) 

 
Teaching Scheme : 

  
Examination Scheme : 

L T P C  Continuous Internal Evaluation  40 marks 

- - 2 1  End Semester Examination 60 marks 

 
 

  

 

 

 

 

 

List of Experiments 

Experiment-I  
1. Implement classification on spam filtering for finding the most specific hypothesis based on a 

given set of training data samples. Read the training data from a .CSV file 
 

Experiment-II 
1. Write a program to implement the Bayesian classifier for a sample training data set stored as a 

.CSV file. Compute the accuracy of the classifier, considering few test data sets 
 
Experiment-III  
1. Implement prediction of lung pneumonia disease to demonstrate multi label classification 

 
Experiment-IV  
1. Implement Linear discriminant analysis (LDA) using an appropriate binary dataset 

 
Experiment-V         
1. Implement Independent components analysis (ICA) on any appropriate data set 
2. Implement Principal components analysis (PCA) on any appropriate data set 

 
Experiment-VI 
1. Implement logistic regression on any appropriate data set 

 
Experiment-VII  
1.  Implement linear regression on any appropriate data set 

 
Experiment-VIII  
1. Build linear SVM model for any appropriate data set 
2. Build anon linear SVM model for any appropriate data set 

Course Learning Objectives (LO): 
This Course will develop student’s knowledge in/on… 

LO1: binary classification and handling more than two classes 

LO2: dimensionality reduction, linear and kernel models classes 

LO3:multi-layer feed forward and back propagation networks 

LO4: reinforcement learning, decision making by ensemble learning 
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Experiment-IX 
1. Build a Multi layer perceptron network for handwritten digit recognition 
Experiment-X 
1. Build an Artificial Neural Network by implementing the back propagation algorithm and test 

the same using appropriate data sets 
Experiment-XI 
1. Implement Recommendation system using reinforcement learning 
Experiment-XII 
1. Build an ensemble classifier for disease prediction and tune the model using hyper parameter 

optimization 
  

Laboratory Manual:  
[1] Machine Learning LaboratoryManual, Prepared by Dept. of CSE (AI & ML), KITSW 

  

Text Books: 

[1] Peter Flach, Machine Learning: The Art and Science of Algorithms that Make Sense of Data, 

Cambridge University Press, 1st ed., ISBN: 978-1 -107-09639-4, 2012. 

[2] Stephen Marsland, Taylor & Francis, Machine Learning: An Algorithmic Perspective, CRC, 

ISBN -13: 978-1420067187, 2009. 

Reference Books: 

[1] Tom M. Mitchell, Machine Learning, Indian Edition, MGH, ISBN 1259096955, 2013. 

[2] S. Russell and P. Norvig, Artificial Intelligence – A Modern Approach, 2nd ed., PearsonEducation, 

ISBN: 978-0137903955, 2003. 

[3] Jason Bell, Machine Learning: Hands-On for Developers and Technical Professionals, John 

Wiley & Sons, 1st ed., ISBN-13: 978-1118889060, 2014. 

[4] William W Hsieh, Machine Learning Methods in the Environmental Sciences, Neural Networks, 

Cambridge University Press, ISBN -13: 978-0805822410, 2009. 

 

Course Articulation Matrix (CAM):U18DS608 MACHINE LEARNING LABORATORY 

Course Outcomes PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 PO11 PSO1 PSO2 PSO3 

CO1  U18DS608.1  2  2  2  3  3  2  1  1  1  -  2  2  2  2  

CO2  U18DS608.2  3  3  3  2  2  2  1  1  1  -  2  3  2  3  

CO3  U18DS608.3  2  2  2  3  3  1  1  1  1  -  2  2  2  3  

CO4  U18DS608.4  3  2  3  3  3  2  1  1  1  -  2  3  2  3  

U18DS608  2.5  2.5  2.5  2.75  2.75  1.75  1  1  1  -  2  2.5  2  2.75  

Course Learning Outcomes(COs):  

On completion of this course, Student’s will be able to… 

CO1: develop programs given input class based on binary and multivariate classification techniques 

CO2:develop programs on linear models and dimensionality reduction in real world problems like disease 

prediction 

CO3: develop programs on ANN and its usage in real world problems like handwritten digit recognition 

CO4:develop programs on reinforcement learning and decision making by ensemble learning 
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U18DS609 R PROGRAMMING LABORATORY 

   

Class: B.Tech. VI-Semester  Branch: Computer Science & Engineering (Data Science) 

 
Teaching Scheme : 

  
Examination Scheme : 

L T P C  Continuous Internal Evaluation  40 marks 

- - 2 1  End Semester Examination 60 marks 

 
 

  

 

 

 

 

 
 

List of Experiments 

Experiment-I  
1. Installation of R-Programming environment and basic packages 
2. Develop R programs using data types, variables and operators 

 
Experiment-II 
1. Implement common vector operations in R 
2. Implement matrix operations in R 
 
Experiment-III  
1. Given two numeric vectors, a = c(10, 20, 30) and b = c(1, 2, 3), perform the following operations: 

i)Addition 
ii)Subtraction 
iii)Multiplication 
iv)Division 

2. Create a 3x3 matrix using rbind() and cbind() functions and perform the following operations 
i)Adding and deleting rows and columns 
ii)Extract the element at the 2nd row and 3rd column 
iii)Replace the element at the 1st row and 1st column of a matrix with 10 
 

Experiment-IV  
1. Write a R program to implement multi-dimensional array operations 
2. Write a R program to perform below list operations 

i)accessing list components and values 
ii)apply functions to lists 
iii)apply functions to recursive lists 

 

Course Learning Objectives (LO): 
This Course will develop student’s knowledge in/on… 

LO1: fundamentals of R programming such as vectors and matrices 

LO2: concepts such as arrays, lists, data frames and tables in R 

LO3:object oriented programming and I/O with R 

LO4: string manipulation and interfacing using R 
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Experiment-V         
1. Write a R program to implement matrix-like operations in frames and merging data frames 
2. Write a R program to implement factors ,levels and tables 
 
Experiment-VI 
1. Create a data frame and perform the following operations 

i)Accessing Data Frame Elements 
ii)Adding and Removing Columns 
iii)Filtering Rows 

2. Create a table and perform the following operations 
i)Converting a Data Frame to a Table 
ii)Creating a Contingency Table 
iii)Manipulating the tables 
 

Experiment-VII  
1. Write an R program to check if a number is a perfect number. A perfect number is a number 

whose sum of factors (excluding itself) equals the number itself. Example: 6 is perfect because 1 
+ 2 + 3 = 6. 

2.  Write an R program to simulate rolling a dice 10 times. Use a loop to generate random numbers 
between 1 and 6, and print the result of each roll 

3.  Write an R program to generate a random password of length 12 using letters, numbers, and 
special characters 
 

Experiment-VIII  
1. Write an R program to simulate a random walk for 20 steps, where each step is either +1 or -1. 

Print the final position 
2. Write an R program to shuffle a deck of 52 cards and deal 5 cards. Represent cards as 

combinations of ranks and suits 
3. Write an R program to simulate the Monty Hall problem 1000 times. Compare the win rates 

when the player switches doors versus when they don’t 
 
Experiment-IX 
1. Create an S3 class called Shape with a type attribute (circle, square). Write a generic function 

area() that calculates the area based on the shape type(method dispatch) 
2. Create an S3 class Employee that inherits from Person. Add an additional attribute, salary. 

Write a method to display the employee's details.(inheritance) 
3. Create an S4 class called Vehicle with slots: brand (character), year (numeric). Write a method 

to display the vehicle's details. Add a validation function to ensure year is non-negative in the 
Vehicle class 

 
Experiment-X 
1. Write a R program to implement the below I/O operations 

i)Reading and Writing Files 
ii)Working with Text Files 

a)Saving R Objects 
b)Custom Logging 
c)Reading JSON files 
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2. Write a R program to implement operating relating to the internet access 
i)Fetching a web page 
ii)Downloading a file 
iii)Making an API call 
iv)Posting data to an API 
v)Scraping data from a website 

 
Experiment-XI 
1. Write R Programs for String manipulation 

i)Creation ad concatenation of strings 
ii)Pattern matching and regular expressions 
iii)Splitting and Joining strings 

2. Write a R program to perform advanced string manipulations operations using Stringr package 
 

Experiment-XII 
1. Write a R program to implement input and output data visualization using graphs  
2. Write a R program for performing analytics of a linear model 

 
Laboratory Manual:  
[1] R Programming Laboratory Manual, Prepared by Dept. of CSE (AI & ML), KITSW 

 

Text Book: 

[1] Norman Matloff , The Art of R Programming: A Tour of Statistical Software Design, No Starch 

Press, 2011. 

[2] Wickham, H. & Grolemund, G., R for Data Science. O’Reilly, New York, 2018. 

Reference Book: 

[1] Zumel, N., Mount, J., &Porzak, J., Practical data science with R, 2nd ed., Shelter Island, NY: 

Manning, 2019. 

[2] Roger D. Peng, R programming for data science, Lean pub, 2016. (pp. 86-181) 

 

 

Course Articulation Matrix (CAM):U18DS609 R PROGRAMMING LABORATORY 

Course Outcomes PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 PO11 PSO1 PSO2 PSO3 

CO1  U18DS609.1  2  1  1  1  1  1  1  2  1  -  2  2  1  2  

CO2  U18DS609.2  2  2  2  2  1  1  1  2  1  -  2  2  1  2  

CO3  U18DS609.3  2  2  2  2  2  1  1  2  1  -  2  2  2  2  

CO4  U18DS609.4  2  2  2  2  2  1  1  2  1  -  2  2  2  2  

U18DS609  2  1.75  1.75  1.75  1.5  1  1  2  1  -  2  2  1.5  2  

 

Course Learning Outcomes(COs):  

On completion of this course, Student’s will be able to… 

CO1: develop R programs using vectors and matrices 

CO2:make use of arrays, lists, data frames and tables of R for writing programs 

CO3: develop R programs to implement object oriented programming and I/O operations 

CO4:design R programs for String manipulation and interfacing 
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U18DS610MINI PROJECT 

   

Class:B.Tech. VI-Semester  Branch:Computer Science & Engineering (Data Science) 

 
Teaching Scheme : 

  
Examination Scheme : 

L T P C  Continuous Internal Evaluation  100 marks 

- - 2 1  End Semester Examination - 

 

Course Learning Objectives(LOs):  

This course will develop student’s knowledge in/on… 
LO1:implementing a project independently by applying knowledge to practice 
LO2:literature review and well-documented report writing 
LO3:creating PPTs and effective technical presentation skills 
LO4: writing technical paper in scientific journal style & format and creating video pitch 

Student has to take up independent mini project on innovative ideas, innovative solutions to 

common problems using their knowledge relevant to courses offered in their program of study, 

which would supplement and complement the program assigned to each student.  

Guidelines: 

1. The HoD shall constitute a Department Mini Project Evaluation Committee (DMPEC)  

2. DMPEC shall allot a faculty supervisor to each student for guiding on  

(i) selection of topic  

(ii) literature survey and work to be carried out  

(iii) preparing a report in proper format and  

(iv) effective mini project oral presentation  

3. There shall be only Continuous Internal Evaluation (CIE) for mini project  

4. The CIE for seminar is as follows: 

Assessment Weightage 
Mini Project Supervisor Assessment 20% 

Working model / process / software package / system developed 20% 

Mini Project report 20% 

Mini Project paper 10% 

Video pitch 10% 

DMPEC Assessment: Oral presentation with PPT and viva-voce 20% 

Total Weightage: 100% 

 
Note: It is mandatory for the student to appear for oral presentation and viva-voce to qualify for 
course evaluation  
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(a) Mini Project Topic: The topic should be interesting and conducive to discussion. Topics 
may be found by looking through recent issues of peer reviewed Journals / Technical 
Magazines on the topics of potential interest  

(b) Working Model: Each student is requested to develop a working model / process / system 
on the chosen work and demonstrate before the DMPEC as per the dates specified by DMPEC  

(c) Report: Each student is required to submit a well-documented report on the chosen seminar 
topic as per the format specified by DMPEC  

(d) Anti-Plagiarism Check: The seminar report should clear plagiarism check as per the Anti- 
Plagiarism policy of the institute  

(e) Presentation: Each student should prepare PPT with informative slides and make an 
effective oral presentation before the DMPEC as per the schedule notified by the department  

(f) Video Pitch: Each student should create a pitch video, which is a video presentation on his / 
her mini project. Video pitch should be no longer than 5 minutes by keeping the pitch concise 
and to the point, which shall also include key points about his / her business idea / plan (if 
any) and social impact 

(g) The student has to register for the Mini project as supplementary examination in the 

following cases:  

i) he/she is absent for oral presentation and viva-voce  

ii) he/she fails to submit the report in prescribed format  

iii) he/she fails to fulfill the requirements of Mini project evaluation as per specified  

guideline  

(h) i) The CoE shall send a list of students registered for supplementary to the HoD concerned  

ii) The DSEC, duly constituted by the HoD, shall conduct Mini project evaluation and send  

the award list to the CoE within the stipulated time  

(i) i) The DSEC, duly constituted by the HoD, shall conduct Mini project evaluation and send 

the award list to the CoE within the stipulated time 

Course Learning Outcomes(COs):  

On completion of this course, Student’s will be able to… 

CO1: apply knowledge to practice to design & conduct experiments and utilize modern tools for developing 

working models / process / system leading to innovation & entrepreneurship 

CO2:demonstrate the competencies to perform literature survey, identify gaps, analyze the problem and 

prepare a well documented Mini project report 

CO3: make an effective oral presentation through informative PPTs, showing knowledge on the subject & 

sensitivity towards social impact of the Mini project 

CO4:Write a Mini Project Paper” in scientific journal style & format the Prepared Mini Project report and 

create a video pitch on Mini Project 
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Course Articulation Matrix(CAM):U18DS610 MINI PROJECT 

Course Outcomes PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 PO11 PSO1 PSO2 PSO3 

CO1 U18DS610.1 1 1 2 2 1 1 2 2 2 1 2 2 2 2 

CO2 U18DS610.2 1 1 - 2 - - 2 2 2 - 2 2 2 2 

CO3 U18DS610.3 - - - - - 1 2 2 2 - 2 2 2 2 

CO4 U18DS610.4 - - - - - - 2 2 2 - 2 2 2 2 

      U18DS610 1 1 2 2 1 1 2 2 2 1 2 2 2 2 

 

 

 




